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Abstract. The purpose of this paper is to construct the law of a Lévy process conditioned to avoid zero, under mild technical conditions, two of them being that the point zero is regular for itself and the Lévy process is not a compound Poisson process. Two constructions are proposed, the first lies on the method of $h$-transformation, which requires a deep study of the associated excessive function; while in the second it is obtained by conditioning the underlying Lévy process to avoid zero up to an independent exponential time whose parameter tends to 0. The former approach generalizes some of the results obtained by Yano (2010) in the symmetric case and recovers some main results in Yano (2013), while the latter is reminiscent of Chaumont and Doney (2005). We give some properties of the resulting process and we describe in some detail two examples: alpha stable and spectrally negative Lévy processes.

1. Introduction

The aim of this work is to construct Lévy processes conditioned to avoid zero. This question is relevant only when 0 is non-polar. Then the event “not hitting zero” has zero probability and hence a standard analytical approach consists on finding an adequate excessive function for the process killed at the first hitting time...
of zero and then use Doob’s $h$-transformation technique. A good understanding of the associated excessive function allows us to establish analytical and pathwise properties of the constructed process. This is the approach that has been used by Yano (2010), under the assumption that the Lévy process is symmetric. The harmonic function obtained by Yano (2010) has been used to construct Lévy processes conditioned to avoid zero in the symmetric case. Recently, Yano (2013) carried a similar study for asymmetric Lévy processes. The author in Yano (2013) gives some additional conditions in order to prove the existence of the harmonic function and he obtains an expression for it. Using a different approach, our work generalizes the results obtained in Yano (2010) and recovers those ones concerning to harmonic functions obtained in Yano (2013). Moreover, we propose a probabilistic approach for constructing Lévy processes conditioned to avoid zero, it relies on the idea that the construction can be performed by conditioning the process not to hit zero up to an independent exponential time with parameter $q$, and then make $q \to 0$, so that the conditioning takes effect on the process all over the time interval $[0, \infty)$. This is a generic approach that has been used in several contexts. See for instance Chaumont and Doney (2005) and the reference therein, where the case of Lévy processes conditioned to stay positive is investigated. We will prove that in our setting this procedure gives a non-degenerate limit and that this and the construction via Doob’s $h$-transformation technique coincide.

The paper is organized as follows. In Section 2 the main results are stated. Some notations are introduced in section 2.1 and main results are stated in section 2.2. Section 3 is divided in two parts. The first part concerns the study of a sequence that defines as a limit the invariant function, some preliminary results and their proofs are given in this section. The second part is devoted to the study of an auxiliary needed function in most of the proofs in Section 4. Section 4 is devoted to prove the main theorems. In Section 5 two examples are studied where it is possible to compute explicitly the invariant function: the alpha-stable process and that of spectrally negative Lévy process, i.e., processes with no positive jumps.

2. Preliminaries and main results

2.1. Notation. Let $\mathcal{D}[0, \infty)$ be the space of càdlàg paths $\omega : [0, \infty) \to \mathbb{R} \cup \{\Delta\}$ with lifetime $\zeta(\omega) = \inf\{s : \omega_s = \Delta\}$, where $\Delta$ is a cemetery point. The space $\mathcal{D}[0, \infty)$ is endowed with Skorohod’s topology and its Borel $\sigma$-field, $\mathcal{F}$. Moreover, let $\mathbb{P}$ be a reference probability measure on $\mathcal{D}[0, \infty)$, under which the coordinate process $X = (X_t, t \geq 0)$ is a Lévy process. We will denote by $(\mathcal{F}_t, t \geq 0)$ the completed, right continuous filtration generated by $X$. As usual $\mathbb{P}_x$ denotes the law of $X + x$, under $\mathbb{P}$, for $x \in \mathbb{R}$. We have $\mathbb{P} = \mathbb{P}_0$ by definition. We will denote by $\theta$ the shift operator and by $k$ the killing operator, i.e., for $\omega \in \mathcal{D}[0, \infty)$, $\theta_t \omega(s) = \omega(s + t)$, $s \geq 0$, and

$$k_t \omega(s) = \begin{cases} 
\omega(s), & s < t, \\
\Delta, & s \geq t.
\end{cases}$$

For $t \geq 0$, we use $X \circ \theta_t$, $X \circ k_t$ to denote the functions in $\mathcal{D}[0, \infty)$ given by $\theta_t \omega(.)$ and $k_t \omega(.)$, $\omega \in \mathcal{D}[0, \infty)$, respectively. Throughout the paper $\psi : \mathbb{R} \to \mathbb{C}$ will denote
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the characteristic exponent of \((X, \mathbb{P})\), which is defined, for every \(\lambda \in \mathbb{R}\), by

\[
\psi(\lambda) = -\frac{1}{t} \log(\mathbb{E}[e^{i\lambda X_t}]) = \frac{1}{2} \sigma^2 \lambda^2 + \int_{\mathbb{R}} (1 - e^{i\lambda x} + i\lambda x 1_{|x|<1}) \pi(dx),
\]

where \(a \in \mathbb{R}\), \(\sigma \geq 0\) and \(\pi\) denotes the Lévy measure, i.e., \(\pi\) is a measure satisfying \(\pi(\{0\}) = 0\) and \(\int_{\mathbb{R}} (1 \wedge x^2) \pi(dx) < \infty\). We denote by \(P_t\) and \(U_q\) the transition kernel at time \(t\) and the \(q\)-resolvent of the process \((X, \mathbb{P})\), respectively.

We assume throughout the paper that

H.1 The origin is regular for itself.

H.2 \((X, \mathbb{P})\) is not a compound Poisson process.

H.3 The characteristic exponent \(\psi\) satisfies

\[
\int_{\mathbb{R}} \frac{1}{q + \Re(\psi(\lambda))} d\lambda < \infty, \quad q > 0.
\]

H.4 The following integrability condition holds

\[
\int_{\mathbb{R}} \Re\left(\frac{1 - e^{i\lambda}}{\psi(\lambda)}\right) d\lambda < \infty.
\]

We quote the following classical result that provides an equivalent way to verify the conditions H.1 and H.2 in terms of the characteristic exponent \(\psi\).

**Theorem 2.1** (Bretagnolle, 1971 and Kesten, 1969). The conditions H.1 and H.2 are satisfied if and only if

\[
\int_{\mathbb{R}} \Re\left(\frac{1}{q + \psi(\lambda)}\right) d\lambda < \infty, \quad q > 0
\]

and

either \(\sigma \neq 0\) or \(\int_{|x|<1} |x| \pi(dx) = \infty\).

It is known that under these hypotheses, for any \(q > 0\), there exists a density for the resolvent kernel that we will denote by \(u_q(x, y)\):

\[
U_q f(x) = \int_{\mathbb{R}} u_q(x, y) f(y) dy, \quad x \in \mathbb{R},
\]

for all bounded Borel functions \(f\). The density \(u_q(x, y)\) equals \(u_q(y - x)\), where \(u_q\) is a continuous function. We refer to chapter II in Bertoin (1996) for a proof of these results. Furthermore, from the resolvent equation

\[
U_q - U_r + (q - r)U_q U_r = 0, \quad q, r > 0,
\]

it can be deduced that the family of functions \((u_q, q > 0)\) satisfies, for all \(q, r > 0\) with \(q \neq r\),

\[
\int_{\mathbb{R}} u_q(y - x) u_r(z - y) dy = \frac{1}{q - r} [u_r(z - x) - u_q(z - x)], \quad \text{for all } z, x \in \mathbb{R}.
\]

For \(x \in \mathbb{R}\), let \(T_x\) be the first hitting time of \(x\) for \(X\):

\[
T_x = \inf\{t > 0 : X_t = x\},
\]

with \(\inf\{\emptyset\} = \infty\). The process killed at \(T_0\), \(X^0 = X \circ k_{T_0}\), is given by

\[
X^0_t = \begin{cases} X_t, & t < T_0, \\ \Delta, & t \geq T_0. \end{cases}
\]
For every $x \in \mathbb{R}$, we will denote by $P^0_x$ the law of the killed process $X^0$ under $\mathbb{P}_x$. We use the notation $P^0_t$ and $U^0_q$ for its transition kernel and $q$-resolvent, respectively. From Bertoin (1996, Corollary 18, p. 64), it is known that,

$$\mathbb{E}_x[e^{-qT_0}] = \frac{u_q(-x)}{u_q(0)}, \quad q > 0, x \in \mathbb{R}. \quad (2.5)$$

Hence, with the help of the following well known identity:

$$U_q f(x) = U^0_q f(x) + \mathbb{E}_x[e^{-qT_0}]U_q f(0),$$

for all bounded Borel functions $f$ and $q > 0$, we obtain the resolvent density for $X^0$, namely,

$$u^0_q(x, y) = u_q(y - x) - \frac{u_q(-x)u_q(y)}{u_q(0)}, \quad x, y \in \mathbb{R}. \quad (2.6)$$

By $\hat{\mathbb{P}}_x$ we will denote the law of the dual process $\hat{X} := -X$ under $\mathbb{P}_{-x}$, $x \in \mathbb{R}$. We will use the notation $\sim$ to specify the mathematical quantities related to the dual process $\hat{X}$. For instance, $(\hat{P}_t, t \geq 0)$, $(\hat{U}_q, q > 0)$ are the semigroup and the resolvent of the process $\hat{X}$, respectively. It is known that the name “dual” comes from the following duality identity. Let $f, g$ be nonnegative and measurable functions. Then, for every $t \geq 0$

$$\int \mathbb{R} P_t f(x) g(x) dx = \int \mathbb{R} f(x) \hat{P}_t g(x) dx$$

and for every $q > 0$

$$\int \mathbb{R} U_q f(x) g(x) dx = \int \mathbb{R} f(x) \hat{U}_q g(x) dx.$$

For the semigroup and $q$-resolvent of the killed process we have as a consequence of Hunt’s switching identity (see e.g. Bertoin, 1996, p. 47, Theorem 5):

$$\int \mathbb{R} g(x) P^0 f(x) dx = \int \mathbb{R} f(x) \hat{P}^0 g(x) dx$$

and for every $q > 0$

$$\int \mathbb{R} g(x) U^0_q f(x) dx = \int \mathbb{R} f(x) \hat{U}^0_q g(x) dx.$$

We observe that $(\hat{X}, \hat{\mathbb{P}})$ satisfies also the hypotheses $\textbf{H.1}$ and $\textbf{H.2}$. Thus, for any $q > 0$, there exists a continuous density $\hat{u}_q$ of the resolvent $\hat{U}_q$. Furthermore, $u_q$ and $\hat{u}_q$ are related by the equation: $\hat{u}_q(x) = u_q(-x), x \in \mathbb{R}$. Thereby, for any $q > 0$, $\mathbb{E}_x[e^{-qT_0}]$ and the density of $\hat{U}^0_q$ can be written in terms of $u_q$ as follows

$$\mathbb{E}_x[e^{-qT_0}] = \frac{u_q(x)}{u_q(0)}, \quad q > 0, x \in \mathbb{R} \quad (2.7)$$

and

$$\hat{u}^0_q(x, y) = u_q(x - y) - \frac{u_q(x)u_q(-y)}{u_q(0)}, \quad x, y \in \mathbb{R}.$$

Since the point zero is regular for itself, there exists a continuous local time at 0 (in fact, at any point $x \in \mathbb{R}$). We denote by $L = (L_t, t \geq 0)$ the local time at zero, which is normalized by $\mathbb{E}(\int_0^\infty e^{-t}dL_t) = 1$, and by $n$ the excursion measure away from zero for $X$. The measure $n$ is carried by the set of excursions away from zero:

$$\mathcal{D}^0 = \{ \epsilon \in \mathcal{D} | \epsilon(t) \neq 0 \text{ for } 0 < t < \zeta(\epsilon) \text{ and } \epsilon(t) = 0 \text{ for } \zeta(\epsilon) \leq t < \infty \}.$$
A nice relation between the excursion measure $n$ and the Laplace transform of the law of $T_0$ under $\overline{P}_x$ can be found in Yano et al. (2009, Theorem 3.3) for Lévy processes and in Fitzsimmons and Getoor (2006, eq. (3.22)), Chen et al. (2007, eq. (2.8)) for general Markov processes. This is stated as follows, let $f$ be a nonnegative measurable function, then

$$\int_0^\infty e^{-qt}n(f(X_t), t < \zeta)dt = \int_\mathbb{R} f(x)\overline{E}_x[e^{-qT_0}]dx.$$  \hfill (2.8)

In particular, if $f \equiv 1$,

$$\int_0^\infty e^{-qt}n(\zeta > t)dt = \frac{1}{qu_q(0)}, \quad q > 0. \hfill (2.9)$$

2.2. Main results. Throughout the rest of this paper, and unless otherwise stated, we assume that H.1–H.4 are satisfied. Under these assumptions we have our first main result.

**Theorem 2.2.** For $q > 0$, let $h_q$ denote the function defined by

$$h_q(x) = u_q(0) - u_q(-x), \quad q > 0, x \in \mathbb{R}. \hfill (2.10)$$

Then, the identity

$$h_q(x) = \frac{\mathbb{P}_x(T_0 > e_q)}{n(\zeta > e_q)}, \quad x \in \mathbb{R}, \hfill (2.11)$$

holds, where $e_q$ is an exponential random variable with parameter $q > 0$ independent of $(X, \mathbb{P})$. The limit $\lim_{q \to 0} h_q(x)$ exists for all $x \in \mathbb{R}$ and the function $h : \mathbb{R} \to \mathbb{R}$ defined by

$$h(x) = \lim_{q \to 0} h_q(x), \quad x \in \mathbb{R}, \hfill (2.12)$$

is such that

(i) for every $x \in \mathbb{R}$, $0 \leq h(x) < \infty$ and it holds

$$h(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \text{Re} \left( \frac{1 - e^{i\lambda x}}{\psi(\lambda)} \right) d\lambda, \quad x \in \mathbb{R}. \hfill (2.13)$$

(ii) $h$ is a subadditive, continuous function, which vanishes at the point $x = 0$.

(iii) $h$ is invariant with respect to the semigroup of the Lévy process killed at $T_0$, i.e.,

$$\mathbb{P}_t^0 h(x) = h(x), \quad t > 0, x \in \mathbb{R};$$

and furthermore

$$n(h(X_t), t < \zeta) = 1, \quad \forall t > 0.$$  

**Remarks 2.3.** (i) Under the assumptions H.1, H.2 and $(X, \mathbb{P})$ is symmetric, Yano (2010) showed that the function $h$ defined by

$$h(x) = \lim_{q \to 0} [u_q(0) - u_q(x)], \quad x \in \mathbb{R} \hfill (2.14)$$

is a well defined invariant function for the semigroup of the Lévy process killed at its first hitting time of zero. In the same paper it is shown that the function $h$ can be expressed in terms of the characteristic exponent of $X$ as

$$h(x) = \frac{1}{2\pi} \int_{\mathbb{R}} \frac{1 - \cos \lambda x}{\theta(\lambda)} d\lambda, \quad x \in \mathbb{R},$$

where $\theta(\lambda) = \text{Re}(\psi(\lambda))$. Theorem 2.2 extends (2.14) and (2.15).
(ii) In Yano (2013) the formula (2.13) is obtained under the conditions \( H.3 \) and that the functions \( \theta = \text{Re}(\psi) \), \( \omega = \text{Im}(\psi) \) have measurable derivatives on \((0, \infty)\) satisfying

\[
\int_0^\infty \frac{(|\theta'(\lambda)| + |\omega'(\lambda)|)(\lambda^2 \wedge 1)}{\theta(\lambda)^2 + \omega(\lambda)^2} d\lambda < \infty.
\]

Instead of the latter condition, we consider the hypothesis \( H.4 \) which seems less restrictive.

The proof of (i) and (ii) in Theorem 2.2 will be given in section 3.1, as a consequence of analogous results for the sequence of functions \((h_q)_{q>0}\). In order to establish (iii) and other results, and due to technical issues, we will introduce an auxiliary function \( h^* \). The function \( h^* \) dominates \( h \) and satisfies some integrability conditions. This function, as its name indicates, will help us to prove the main results, acting as a dominating function in an application of the dominated convergence theorem. The function \( h^* \) is closely related to the local time of the Lévy process \((X, \mathbb{P})\), namely, we have the expression

\[
h^*(x) = \mathbb{E}(L_{T_x}) = \lim_{q \to 0} \mathbb{E} \left( \int_0^{T_x} e^{-qt} dL_t \right), \quad x \in \mathbb{R}.
\]

The function \( h^* \) arises as a particular case of a general function \( h(\cdot, \cdot) \) defined by

\[
h(x, y) = \mathbb{E}_x(L_{T_y}^x) = \mathbb{E}_0(L_{T_y-x}^0) = h(0, y - x) = h^*(y - x),
\]

where \( L_{T_x}^x \) denotes the local time at the point \( x \) for the process \((X, \mathbb{P}_x)\). The function \( h(\cdot, \cdot) \) has been used to establish continuity criteria for local times of Lévy processes, see Barlow (1985, 1988) for this case and Eisenbaum and Kaspi (2007) for general Borel right Markov processes.

Besides, in the present context, both Yano’s and our results can be seen as an extension of the theory of invariant functions for killed Lévy processes that can be found in Section 23 of the treatise by Port and Stone (1971) on the potential theory for Lévy processes in locally compact, non-compact, second countable Abelian groups. Detailing the relation with that paper would require us to introduce further notations and facts that will not be used later, so we do not provide further details.

Having constructed the invariant function \( h \), in the following definition we introduce the associated \( h \)-process. We will show that the resulting probability measures are such that the canonical process \( X \) never hits the point zero, and thus that we refer to them as the law of the Lévy process conditioned to avoid zero. Theorem 2.6 below summarizes these properties. Let \( \mathcal{H} \) and \( \mathcal{H}_0 \) be the sets given by

\[
\mathcal{H} = \{ x \in \mathbb{R} : h(x) > 0 \}, \quad \mathcal{H}_0 = \mathcal{H} \cup \{ 0 \}.
\]

The law of the Lévy process conditioned to avoid zero will be constructed on the set \( \mathcal{H}_0 \).

**Definition 2.4.** We denote by \((\mathbb{P}^+, x \in \mathcal{H}_0)\) the \( h \)-transform of \((\mathbb{P}_x, x \in \mathcal{H}_0)\) associated to the invariant function \( h \) defined in Theorem 2.2 (iii). That is, \((\mathbb{P}^+_x, x \in \mathbb{R})\)
\( \mathcal{H}_0 \) is the unique family of measures such that for \( x \in \mathcal{H}_0 \),

\[
\mathbb{P}_x^+(\Lambda) = \begin{cases} 
\frac{1}{h(x)} \mathbb{E}_x^0(1\Lambda h(X_t)), & x \in \mathcal{H}, \\
n(1\Lambda h(X_t)1_{\{t<\zeta\}}), & x = 0,
\end{cases}
\]

for all \( \Lambda \in \mathcal{F}_t \), for all \( t \geq 0 \). We will refer to it as the law of \( X \) conditioned to avoid zero.

Remark 2.5. Note that from this definition and Theorem 2.2, \( \mathbb{P}_x^+(T_0 > t) = 1 \), for all \( t > 0, x \in \mathcal{H}_0 \). Hence, \( \mathbb{P}_x^+(T_0 = \infty) = 1 \), for all \( x \in \mathcal{H}_0 \).

Theorem 2.6. The family of measures \( (\mathbb{P}_x^+)_{x \in \mathbb{R}} \) is Markovian and satisfies

(i) \( \mathbb{P}_x^+(X_0 = x) = 1, \forall x \in \mathcal{H}_0 \).

(ii) \( \mathbb{P}_x^+(T_0 = \infty) = 1, \forall x \in \mathcal{H}_0 \).

The semigroup associated to \( (\mathbb{P}_x^+)_{x \in \mathbb{R}} \) is given by

\[
P_t^+(x,dy) := \frac{h(y)}{h(x)} P_t^0(x,dy), \quad x,y \in \mathcal{H}, \quad t \geq 0.
\]

The entrance law under \( \mathbb{P}_x^+ \) is given by

\[
P_0^+(X_t \in dy) = n(X_t \in dy, t < \zeta) h(y).
\]

We propose an alternative construction of the law of the Lévy process conditioned to avoid zero. Our construction is inspired from Bertoin (1993); Chaumont (1996); Chaumont and Doney (2005, 2008), where Lévy processes conditioned to stay positive are constructed. This construction is given in Theorems 2.7 and 2.8 below.

The following theorem states that for \( x \in \mathcal{H} \), \( \mathbb{P}_x^+ \) is the limit, as \( q \to 0 \), of the law of the process \( X \) under \( \mathbb{P}_x \) conditioned to avoid zero, up to an independent exponential time with parameter \( q > 0 \). Since an exponential random variable with parameter \( q \) converges in distribution to infinity as its parameter converges to zero, then this result confirms that, starting at \( x \in \mathcal{H} \), we can think of \( X \) under \( \mathbb{P}_x^+ \), as the process conditioned to avoid zero on the whole positive real line.

Theorem 2.7. Let \( e_q \) be an exponential time with parameter \( q > 0 \), independent of \( (X,\mathbb{P}) \). Then for any \( x \in \mathcal{H} \), and \( t > 0 \),

\[
\lim_{q \to 0} \mathbb{P}_x(\Lambda, t < e_q \mid T_0 > e_q) = \mathbb{P}_x^+(\Lambda), \quad \forall \Lambda \in \mathcal{F}_t.
\]

In the case \( x = 0 \), the law \( \mathbb{P}_0^+ \) can also be obtained as a limit involving an independent exponential time. Before stating the result, we point out that for \( s > 0 \), we will denote by \( g_s = \sup\{t \leq s : X_t = 0\} \), the last zero of \( X \) before time \( s \).

Theorem 2.8. Let \( e_q \) be an exponential time with parameter \( q > 0 \), independent of \( (X,\mathbb{P}) \). Let \( \mathbb{P}_{e_q^s} \) be the law of \( X \circ k_{e_q - g_{e_q}} \circ \theta_{g_{e_q}} \) under \( \mathbb{P} \). Then, for \( t > 0 \),

\[
\lim_{q \to 0} \mathbb{P}_{e_q}(\Lambda, t < \zeta) = \mathbb{P}_0^+(\Lambda) = n(1\Lambda h(X_t)1_{\{t<\zeta\}}), \quad \forall \Lambda \in \mathcal{F}_t.
\]

Another important property of the \( h \)-process is its transiency. This is given in the following proposition.
Proposition 2.9 (Transiency property). The process \((X, P^x)_{x \in \mathcal{H}_0}\) is transient.

In Lemma 4.3 we will prove that for any \(x \in \mathcal{H}\), the point \(x\) is regular for itself under \(P^x\). Therefore, there exists a local time at any point \(x \in \mathcal{H}\), and we will denote by \(n^x\) the excursion measure away from \(x\) for the process \((X, P^x)\). In the following proposition we establish a relationship between the excursion measure away from zero for \((X, P)\) and the excursion measure away from \(x\) for \((X, P^x)\), \(x \in \mathcal{H}\).

Proposition 2.10. For \(x \in \mathcal{H}\), let \(n^x\) be the excursion measure out from \(x\) for \((X, P^x)\) and \(n\) the excursion measure out from zero for \((X, P)\). Then, for any measurable and bounded functional \(H : D^0 \to \mathbb{R}\),

\[
\begin{align*}
n^x \left( \int_0^\zeta H(e_u, u < t)qe^{-qt}dt \right) &= \frac{1}{h(x)} \left( \int_0^\zeta H(e_{u+x}, u < t)h(X_t + x)1_{\{T_x - t > t\}}qe^{-qt}dt \right).
\end{align*}
\]

3. Preliminary results

3.1. Some properties of \(h_q\) and \(h\). In order to prove the existence of \(h\), we need the following lemma.

Lemma 3.1. Let \((X, P)\) be a Lévy process with characteristic exponent \(\psi\). Assume that \((X, P)\) satisfies the hypotheses \(H.1\) and \(H.2\), then \(\psi(\lambda) \neq 0\), for all \(\lambda \neq 0\) and

\[
\lim_{|\lambda| \to \infty} |\psi(\lambda)| = \infty.
\]

Furthermore,

\[
\int_{\mathbb{R}} (1 \wedge \lambda^2)Re \left( \frac{1}{\psi(\lambda)} \right) d\lambda < \infty. \tag{3.1}
\]

Proof: The first part follows from the fact that \((X, P)\), by assumption, it is not a compound Poisson process (see e.g. Chung, 2001, Theorem 6.4.7). Now, since \(1/(1 + \psi)\) is the Fourier transform of the integrable function \(u_1\), then from the Riemann-Lebesgue theorem it follows that \(\lim_{|\lambda| \to \infty} |\psi(\lambda)| = \infty\).

Using that \(\lim_{|\lambda| \to \infty} |\psi(\lambda)| = \infty\), we deduce

\[
Re \left( \frac{1}{\psi(\lambda)} \right) \sim Re \left( \frac{1}{1 + \psi(\lambda)} \right), \quad |\lambda| \to \infty.
\]

The latter and Theorem 2.1 imply that for all \(\lambda_0 > 0\),

\[
\int_{|\lambda| > \lambda_0} Re \left( \frac{1}{\psi(\lambda)} \right) d\lambda < \infty. \tag{3.2}
\]

On the other hand, observe the elementary inequality

\[
Re \left( \frac{\lambda^2}{\psi(\lambda)} \right) = \lambda^2 \frac{Re(\psi(\lambda))}{|\psi(\lambda)|^2} = \lambda^2 \frac{Re(\psi(\lambda))}{|\psi(\lambda)|^2} \leq \frac{\lambda^2}{Re(\psi(\lambda))}.
\]
Notice that in the last inequality we use that $\text{Re}(\psi(\lambda)) > 0$, which easily follows from (2.1). Thus,

\[
\left[ \text{Re} \left( \frac{\lambda^2}{\psi(\lambda)} \right) \right]^{-1} \geq \frac{\text{Re}(\psi(\lambda))}{\lambda^2} \\
\geq \sigma^2 + \int_{|y|<1} \frac{(1 - \cos \lambda y)}{\lambda^2} \pi(dy) \\
\rightarrow \sigma^2 + \int_{|y|<1} y^2 \pi(dy) > 0, \quad \text{as } \lambda \to 0.
\]

The latter limit implies that there exists a $\lambda_0$ such that,

\[
\text{Re} \left( \frac{\lambda^2}{\psi(\lambda)} \right) \leq C, \quad \text{for all } |\lambda| < \lambda_0,
\]

for some positive constant $C$. Then, from (3.2) and (3.3), we obtain (3.1). \qed

Remark 3.2. Assume that $H.1$, $H.2$ and $H.3$ hold. On the one hand, by Lemma 3.1, $\text{Re}(\psi(\lambda)) \to \infty$ as $|\lambda| \to \infty$, and hence

\[
\frac{1}{\text{Re}(\psi(\lambda))} \sim \frac{1}{1 + \text{Re}(\psi(\lambda))}, \quad |\lambda| \to \infty.
\]

This shows that for all $\lambda_0 > 0$,

\[
\int_{|\lambda|>\lambda_0} \frac{1}{\text{Re}(\psi(\lambda))} d\lambda < \infty.
\]

On the other hand, if we proceed as in last part of the proof of Lemma 3.1, it can be proved that there exists a $\lambda_0$ such that,

\[
\frac{\lambda^2}{\text{Re}(\psi(\lambda))} \leq C, \quad \text{for all } |\lambda| < \lambda_0,
\]

for some positive constant $C$. Thus, under the assumptions $H.1$, $H.2$ and $H.3$, it holds

\[
\int_{\mathbb{R}} \frac{1 \wedge \lambda^2}{\text{Re}(\psi(\lambda))} d\lambda < \infty.
\]

To establish some properties of $h$, we recall the representation of $h_q$ given in (2.11). Let $e_q$ be an exponential random variable with parameter $q > 0$ and independent of $(X, \mathbb{P})$. Using (2.5) and (2.9), we can write

\[
h_q(x) = u_q(0)(1 - E_x(e^{-qT_0})) \\
= \frac{\mathbb{P}_x(T_0 > e_q)}{n(\zeta > e_q)},
\]

where

\[
n(\zeta > e_q) = \int_0^\infty q e^{-qt} n(\zeta > t) dt = \frac{1}{u_q(0)}.
\]

From the expression (3.4) follows that if $(X, \mathbb{P})$ is transient, then

\[
h(x) = \lim_{q \to 0} h_q(x) = \kappa^{-1} \mathbb{P}_x(T_0 = \infty),
\]

where $\kappa = \lim_{q \to 0} \frac{1}{u_q(0)}$. Furthermore, (3.4) helps us to prove the following Lemma, which summarizes some important properties of the sequence $(h_q)_{q>0}$.
Lemma 3.3. For every $q > 0$, the function $h_q$ is subadditive on $\mathbb{R}$ and it is excessive for the semigroup $(P_t^0, t \geq 0)$.

Proof: By Proposition 43.4 in Sato (1999), we have that for any $q > 0$ and $x, y \in \mathbb{R}$,
\[
E_{x+y}(e^{-qT_0}) \geq E_x(e^{-qT_0})E_y(e^{-qT_0}).
\]
(3.6)

Now, since
\[
(1 - E_x(e^{-qT_0}))(1 - E_y(e^{-qT_0})) \geq 0,
\]
then using (3.6), it follows
\[
1 - E_x(e^{-qT_0}) + 1 - E_y(e^{-qT_0}) \geq 1 - E_{x+y}(e^{-qT_0}).
\]
Hence, by (3.4)
\[
h_q(x + y) \leq h_q(x) + h_q(y), \quad x, y \in \mathbb{R}.
\]
This shows that $h_q$ is subadditive on $\mathbb{R}$.

In order to show that $h_q$ is excessive for $P_t^0$, we observe that by the Markov property
\[
P_x(T_0 > t + e_q) = E_x \left( 1_{\{T_0 > t + e_q\}} \right) = E_x \left( P_{X_t}(T_0 > e_q)1_{\{t<T_0\}} \right).
\]
(3.7)
The identities (3.7) and (3.4) imply
\[
E_x(h_q(X_t), t < T_0) = E_x \left( \frac{1_{\{T_0 > t + e_q\}}}{n(\zeta > e_q)} \right)
\leq E_x \left( \frac{1_{\{T_0 > e_q\}}}{n(\zeta > e_q)} \right)
= h_q(x).
\]
The above expression also implies that $\lim_{t \to 0} E_x(h_q(X_t), t < T_0) = h_q(x)$, for $x \in \mathbb{R}$. This shows that $h_q$ is excessive for the semigroup $(P_t^0, t \geq 0)$. □

Before we proceed to the proof of (i) and (ii) in Theorem 2.2 we make a technical remark.

Remark 3.4. Proceeding as in the proof of Theorem 19 p. 65 in Bertoin (1996), it can be shown that
\[
u_q(x) = \frac{1}{2\pi} \int_\mathbb{R} Re \left( \frac{e^{-i\lambda x}}{q + \psi(\lambda)} \right) d\lambda, \quad x \in \mathbb{R}.
\]
(3.8)

Then,
\[
2\nu_q(0) - [\nu_q(x) + \nu_q(-x)] = \frac{1}{\pi} \int_\mathbb{R} (1 - \cos \lambda x)Re \left( \frac{1}{q + \psi(\lambda)} \right) d\lambda.
\]
On the other hand, making use of the inequality $|1 - \cos b| \leq 2(1 \wedge b^2)$ and (3.1), we obtain
\[
\int_\mathbb{R} (1 - \cos \lambda x)Re \left( \frac{1}{\psi(\lambda)} \right) d\lambda < \infty, \quad x \in \mathbb{R}.
\]
Furthermore, since $Re(\psi(\lambda)) > 0$,
\[
|1 - \cos \lambda x)Re \left( \frac{1}{q + \psi(\lambda)} \right) | \leq \frac{2(1 \wedge (\lambda x)^2)}{Re(\psi(\lambda))}.
\]
The right-hand function of latter inequality is integrable by Remark 3.2. Thus, by the dominated convergence theorem, for all $x \in \mathbb{R}$,
\[
\lim_{q \to 0} (2u_q(0) - [u_q(x) + u_q(-x)]) = \frac{1}{\pi} \int_{\mathbb{R}} \left(1 - \cos \lambda x\right) \text{Re} \left(\frac{1}{\psi(\lambda)}\right) d\lambda \quad (3.9)
\]
is finite.

**Proof of existence of $h$ and claims (i) and (ii) in Theorem 2.2:** That $h$ is subadditive and excessive follows from Lemma 3.3 (since these properties are preserved under limits of sequences of functions).

Using (3.8), we infer the following expression for $h_q$,
\[
h_q(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \text{Re} \left(\frac{1 - e^{i\lambda x}}{\psi(\lambda)}\right) d\lambda.
\]

We will deduce therefrom the identity (2.13). For that end, let $x \in \mathbb{R}$ fixed, and denote by $g_x : \mathbb{R} \to \mathbb{R}$ the integrand in (2.13), that is,
\[
g_x(\lambda) = \text{Re} \left(\frac{1 - e^{i\lambda x}}{\psi(\lambda)}\right), \quad \lambda \in \mathbb{R}.
\]

First, we will prove that the hypothesis $\textbf{H.4}$ implies $g_x \in L_1$, for any $x \in \mathbb{R}$. Indeed, we note that the equation (2.13) can be written as
\[
\int_{\mathbb{R}} \text{Re} \left(\frac{1 - e^{i\lambda x}}{\psi(\lambda)}\right) d\lambda = \int_{\mathbb{R}} \left(1 - \cos(\lambda x)\right) \text{Re} \left(\frac{1}{\psi(\lambda)}\right) - \text{Im}(\lambda x) \text{Im} \left(\frac{1}{\psi(\lambda)}\right) d\lambda.
\]

Thus, thanks to Lemma 3.1, to prove $g_x \in L_1$, it is suffices to show
\[
\int_{\mathbb{R}} \left| \text{Im}(\lambda x) \text{Im} \left(\frac{1}{\psi(\lambda)}\right) \right| d\lambda < \infty,
\]
for all $x \in \mathbb{R}$. Let
\[
l_x(\lambda) = \text{sin}(\lambda x) \text{Im} \left(\frac{1}{\psi(\lambda)}\right), \quad x \in \mathbb{R}, \lambda \in \mathbb{R}.
\]

Note that $l_0(\lambda) = 0$ and by hypothesis $\textbf{H.4}$, $l_1 \in L_1$. Now, for $x \neq 0$, we have
\[
l_x(\lambda) \sim x l_1(\lambda), \quad \lambda \to 0.
\]

Hence, there exists $\lambda_0 > 0$ such that $\int_{|\lambda| \leq \lambda_0} l_x(\lambda) d\lambda < \infty$. On the other hand,
\[
|l_x(\lambda)| \leq \frac{|\text{Im}(\psi(\lambda))|}{|\psi(\lambda)|^2} \leq \frac{1}{2 \text{Re}(\psi(\lambda))}.
\]

The latter inequality and Remark 3.2 imply that for all $\lambda_0 > 0$,
\[
\int_{|\lambda| \geq \lambda_0} l_x(\lambda) d\lambda < \infty.
\]

We conclude $l_x \in L_1$ and hence $g_x \in L_1$. Furthermore, $g_x(\lambda)$ is related to the integrand that defines $h_q$ through the equality
\[
\text{Re} \left(\frac{1 - e^{i\lambda x}}{q + \psi(\lambda)}\right) = g_x(\lambda) \frac{|\psi(\lambda)|^2}{|q + \psi(\lambda)|^2} + q - \cos(\lambda x) \frac{1}{|q + \psi(\lambda)|^2}, \quad q > 0, \lambda \in \mathbb{R}.
\]

Since for $q > 0$, $\lambda \in \mathbb{R}$, we have
\[
\frac{|\psi(\lambda)|^2}{|q + \psi(\lambda)|^2} \leq 1.
\]
and
\[ |q + \psi(\lambda)|^2 \geq 2q \text{Re}(\psi(\lambda)), \]
we derive the following domination
\[ \left| \text{Re} \left( \frac{1 - e^{i\lambda x}}{q + \psi(\lambda)} \right) \right| \leq |g_\varepsilon(\lambda)| + \frac{(1 \wedge (\lambda x)^2)}{\text{Re}(\psi(\lambda))}, \quad q > 0, \lambda \in \mathbb{R}. \]
The Remark 3.2 allow us to ensure that \( \int_{-\infty}^{\infty} \frac{1 \wedge (\lambda x)^2}{\text{Re}(\psi(\lambda))} d\lambda < \infty \). This observation together with the fact that \( g_\varepsilon \in \mathbb{L}_1 \) permit us to apply the dominated convergence theorem to establish that for any \( x \in \mathbb{R} \) the limit of \( h_q(x) \) as \( q \to 0 \) exists, is finite and furthermore \( \lim_{q \to 0} h_q(x) = h(x) \) with \( h \) as defined in (2.13).

Finally we prove the continuity of \( h \). We note that for all \( q > 0, x \in \mathbb{R} \),
\[ h_q(x) \leq 2u_q(0) - [u_q(x) + u_q(-x)] = \frac{1}{\pi} \int_{-\infty}^{\infty} (1 - \cos \lambda x) \text{Re} \left( \frac{1}{q + \psi(\lambda)} \right) d\lambda. \]
Then, by (3.9),
\[ h(x) \leq \frac{1}{\pi} \int_{-\infty}^{\infty} (1 - \cos \lambda x) \text{Re} \left( \frac{1}{\psi(\lambda)} \right) d\lambda, \quad x \in \mathbb{R}. \tag{3.10} \]
Now, observe that
\[ (1 - \cos \lambda x) \text{Re} \left( \frac{1}{\psi(\lambda)} \right) \leq 2(1 \wedge \lambda^2) \text{Re} \left( \frac{1}{\psi(\lambda)} \right), \quad |x| \leq 1, \lambda \in \mathbb{R}. \]
Then, by (3.1) and the dominated convergence theorem, it follows that
\[ \lim_{x \to 0} \frac{1}{\pi} \int_{-\infty}^{\infty} (1 - \cos \lambda x) \text{Re} \left( \frac{1}{\psi(\lambda)} \right) d\lambda = 0. \]
Hence, by (3.10), \( \lim_{x \to 0} h(x) = 0 \). This proves that \( h \) is continuous at zero. Furthermore, since \( h \) is subadditive on \( \mathbb{R} \), the continuity of \( h \) at the point zero implies the continuity on the whole real line (see e.g. Hille and Phillips, 1957, Theorem 6.8.2). \( \square \)

To end this section, we establish the behaviour of \( h \) at infinity.

**Lemma 3.5.** Let \( \kappa := \lim_{q \to 0} \frac{1}{u_q(0)} \). We have the following

(i) Suppose that \( X \) is transient. If \( 0 < \mu := E(X_1) \leq \infty \), then
\[ \lim_{x \to \infty} h(x) = \frac{1}{\kappa}, \quad \lim_{x \to -\infty} h(x) = \frac{1}{\kappa} - \frac{1}{\mu} ; \]
while if \( -\infty \leq \mu < 0 \), then
\[ \lim_{x \to \infty} h(x) = \frac{1}{\kappa} + \frac{1}{\mu}, \quad \lim_{x \to -\infty} h(x) = \frac{1}{\kappa} . \]

(ii) Suppose that \( X \) is recurrent, then either
\[ \lim_{x \to \infty} h(x) = \infty \quad \text{or} \quad \lim_{x \to -\infty} h(x) = \infty . \]

**Remark 3.6.** The case where \( X \) is transient and \( E(X_1^+) = E(X_1^-) = \infty \) is not covered by the latter Lemma, but could be analysed using (3.5).
Proof of Lemma 3.5: We only prove (i) in the case $0 < \mu \leq \infty$, the other case can be proved similarly. Set $f(x) = u_1(x), \ x \in \mathbb{R}$. Note that $u_0(x) = \sum_{n=1}^{\infty} f^{*n}(x)$. Indeed,
\[
\sum_{n=1}^{\infty} f^{*n}(x)dx = \sum_{n=1}^{\infty} \int_{0}^{\infty} \frac{s^{n-1}}{(n-1)!} e^{-s} \mathbb{P}(X_s \in dx)ds \\
= \int_{0}^{\infty} e^{-s} \sum_{n=1}^{\infty} \frac{s^{n-1}}{(n-1)!} \mathbb{P}(X_s \in dx)ds \\
= \int_{0}^{\infty} \mathbb{P}(X_s \in dx)ds = u_0(x)dx.
\]

Furthermore, the Fourier transform of $f$ is given by $\hat{f}(\lambda) = 1/(1 + \psi(\lambda))$, for every $\lambda \in \mathbb{R}$. Since $h(x) = u_0(0) - u_0(-x)$, it suffices to compute the limit at infinity of $\sum_{n=1}^{\infty} f^{*n}(x)$. To that aim, we use the main result in Smith (1955), which states that if

(a) $\lim_{|x| \to \infty} f(x) = 0$, \\
(b) $f$ is in $L_{1+\epsilon}$, for some $\epsilon > 0$,

then
\[
\sum_{n=1}^{\infty} f^{*n}(x) \to \frac{1}{\mu}, \ \text{as} \ x \to \infty, \ \sum_{n=1}^{\infty} f^{*n}(x) \to 0, \ \text{as} \ x \to -\infty.
\]

The condition (a) is obtained from the Riemann-Lebesgue theorem. To show that (b) is satisfied we use Plancherel’s theorem (see Rudin, 1987, p. 186 and Widder, 1941, p. 202). Plancherel’s theorem allow us to ensure that $f \in L_2$ if and only if $\hat{f} \in L_2$. This fact can be easily obtained from Theorem 2.1, since
\[
\int_{\mathbb{R}} |\hat{f}(\lambda)|^2 d\lambda = \int_{\mathbb{R}} \frac{1}{1 + \psi(\lambda)^2} d\lambda \\
\leq \int_{\mathbb{R}} \frac{Re(1 + \psi(\lambda))}{1 + \psi(\lambda)^2} d\lambda \\
= \int_{\mathbb{R}} Re \left( \frac{1}{1 + \psi(\lambda)} \right) d\lambda < \infty.
\]

This concludes the first part of the lemma.

To prove the second part of the Lemma, we consider the function $h^*$ which is defined in Section 3.2 below. There, it is shown that $h^*(x) = h(x) + h(-x) = \mathbb{E}(L_{T_x})$ (see (3.16) and (3.17) for details). We will prove that $h^*(x)$ tends to infinity as $x \to \infty$ when $X$ is recurrent and thus obtain (ii). The proof is as follows. Let $e_q$ be an independent exponential time. Observe the elementary inequality
\[
h^*(x) = \mathbb{E}(L_{T_x}) \geq \mathbb{E}(L_{T_x} 1_{\{T_x \geq e_q\}}) \geq \mathbb{E}(L_{e_q} 1_{\{T_x \geq e_q\}}),
\]

Hence, by Fatou’s lemma
\[
\lim_{x \to \infty} \inf h^*(x) \geq \mathbb{E}(L_{e_q} \liminf_{x \to \infty} 1_{\{T_x \geq e_q\}}).
\]

Now, by the Riemann-Lebesgue theorem
\[
\lim_{x \to \infty} \mathbb{E}(e^{-qT_x}) = \lim_{x \to \infty} \frac{u_q(x)}{u_q(0)} = 0, \ \forall q > 0.
\]
Hence, it follows that $T_x$ converges weakly towards $\infty$ as $x \to \infty$. On the other hand, applying the Lemma 3 in Bertoin (1996, Chapter V),

$$u_q(0) = \mathbb{E} \left( \int_0^\infty e^{-qt} dL_t \right) = \mathbb{E} \left( \int_0^\infty L_t e^{-qt} dt \right) = \mathbb{E}(e_{t_x}), \quad \forall q > 0.$$ 

We have so proved that

$$\lim_{x \to \infty} h^*(x) \geq \mathbb{E}(e_{t_x}) = u_q(0), \quad \forall q > 0.$$ 

Letting $q$ tend to 0 and using that in the recurrent case $u_0(0) = \infty$, we obtain

$$h^*(x) = h(x) + h(-x) \to \infty, \quad x \to \infty.$$

3.2. An auxiliary function. Let $(h_q^*)_{q > 0}$ be the increasing family of functions defined by

$$h_q^*(x) = \mathbb{E} \left( \int_0^{T_x} e^{-qt} dL_t \right), \quad q > 0, x \in \mathbb{R}.$$ 

The family $(h_q^*)_{q > 0}$ satisfies the following properties.

**Proposition 3.7.** For any $q > 0$, the function $h_q^*$ is symmetric, nonnegative, subadditive continuous, which can be expressed in terms of the $q$-resolvent density as

$$h_q^*(x) = u_q(0) - \frac{u_q(x)u_q(-x)}{u_q(0)}, \quad x \in \mathbb{R}. \quad (3.11)$$

**Proof:** By definition, $h_q^*$ is a nonnegative function. The continuity and symmetry of $h_q^*$ is obtained from $(3.11)$. Thus, it only remains to prove $(3.11)$ and that $h_q^*$ is subadditive.

First, we recall an expression that establishes a relation between resolvent densities and local times, (see Lemma 3 and the commentary before Proposition 4 in Bertoin (1996, Chapter V)):

$$u_q(-x) = \mathbb{E}_x \left( \int_0^\infty e^{-qt} dL_t \right) = \mathbb{E} \left( \int_0^\infty e^{-qt} dL(x,t) \right), \quad q > 0, x \in \mathbb{R}, \quad (3.12)$$

where $(L(x,t), t \geq 0)$ is the local time at point $x$ for $(X, \mathbb{P})$. Thus, using the latter expression, we have

$$u_q(0) = \mathbb{E} \left( \int_0^\infty e^{-qt} dL_t \right) = h_q^*(x) + \mathbb{E} \left( \int_{T_x}^\infty e^{-qt} dL_t, T_x < \infty \right). \quad (3.13)$$

On the other hand, by Markov and additivity properties of the local time, it follows

$$\mathbb{E} \left( \int_{T_x}^\infty e^{-qt} dL_t, T_x < \infty \right) = \mathbb{E} \left( e^{-qT_x} \int_0^\infty e^{-qu} dL_u + T_x, T_x < \infty \right)$$

$$= \mathbb{E}(e^{-qT_x}, T_x < \infty) \mathbb{E}_x \left( \int_0^\infty e^{-qu} dL_u \right)$$

$$= \mathbb{E}_x(e^{-qT_0}, T_0 < \infty) \mathbb{E}_x \left( \int_0^\infty e^{-qu} dL_u \right).$$
Then, using (2.7) and (3.12), the equation (3.13) becomes
\[ u_q(0) = h_q^*(x) + \frac{u_q(x)}{u_q(0)}u_q(-x), \quad x \in \mathbb{R}, \]
from which (3.11) follows.

Now, we prove the subadditivity of \( h_q^* \). The procedure is similar to the one used to prove the subadditivity of \( h_q \) in Lemma 3.3. We repeat the arguments for clarity. First, by (2.5) and (2.7) we can write (3.11) as
\[ h_q^*(x) = u_q(0)(1 - \mathbb{E}_x(e^{-qT_0})\mathbb{E}_x(e^{-qT_0})). \]
Since, for any \( x \in \mathbb{R} \), \( \mathbb{E}_x(e^{-qT_0}), \mathbb{E}_y(e^{-qT_0}) \leq 1 \), it follows
\[ (1 - \mathbb{E}_x(e^{-qT_0})\mathbb{E}_x(e^{-qT_0}))(1 - \mathbb{E}_y(e^{-qT_0})\mathbb{E}_y(e^{-qT_0})) \geq 0, \quad x, y \in \mathbb{R}. \]
The latter relation and (3.6) imply
\[ 1 - \mathbb{E}_x(e^{-qT_0})\mathbb{E}_x(e^{-qT_0}) + 1 - \mathbb{E}_y(e^{-qT_0})\mathbb{E}_y(e^{-qT_0}) \geq 1 - \mathbb{E}_x(e^{-qT_0})\mathbb{E}_y(e^{-qT_0})\mathbb{E}_y(e^{-qT_0}) \]
for all \( x, y \in \mathbb{R} \). Hence, by (3.14)
\[ h_q^*(x) + h_q^*(y) \geq h_q^*(x + y), \quad x, y \in \mathbb{R}. \]
This ends the proof. \( \square \)

Remark 3.8. With the help of the expression (3.11), \( h_q^* \) can be written in terms of the function \( h_q \) as:
\[ h_q^*(x) = h_q(x) + h_q(-x) - \frac{1}{u_q(0)}h_q(x)h_q(-x), \quad x \in \mathbb{R}. \] (3.15)

Now, define \( h^* \) by
\[ h^*(x) = \lim_{q \to 0} h_q^*(x), \quad x \in \mathbb{R}. \]
Since \( h \) is finite, then (3.15) implies that \( h^*(x) \) is finite for all \( x \in \mathbb{R} \). Furthermore, since
\[ h_q^*(x) = \mathbb{E} \left( \int_0^{T_x} e^{-q\alpha}d\alpha \right), \]
then
\[ h^*(x) = \mathbb{E}(L_{x^*}). \] (3.16)
It is known that \( L_{x^*} \) is the first time where an excursion from zero that hits \( x \) appears. Thus, \( h^*(x) \) is the expected value of an exponential random variable. We also note that by (3.15), in the recurrent symmetric case, \( h^* \) corresponds to \( 2h^Y \), where \( h^Y \) is the invariant function given in Yano (2010).

To state the following lemma let us introduce further notation that will be mainly used in the next two proofs. Let \( Z = (Z_t, t \geq 0) \) be the process given by
\[ Z_t = X_t - Y_t, \quad t \geq 0, \]
where \( X = (X_t, t \geq 0) \) and \( Y = (Y_t, t \geq 0) \) are independent and identically distributed Lévy processes both with characteristic exponent \( \psi \) under \( P \). In other words, \( (Z_t, t \geq 0) \) is the symmetric Lévy process obtained by symmetrisation of \( X \). A straightforward computation shows that the characteristic exponent of \( Z \) is
2\text{Re}(\psi). The objects associated to $Z$ will be denoted with a tilde, so $\tilde{u}_q$ will denote its $q$-resolvent density and $\tilde{h}_q(x) = \tilde{u}_q(0) - \tilde{u}_q(-x)$, for $q > 0$, $x \in \mathbb{R}$.

**Lemma 3.9.**

(i) For any $x \in \mathbb{R}$, $\lim_{q \to 0} q u_q(x) = 0$.

(ii) For any $q, r > 0$, $x \in \mathbb{R}$, we have the following identity

$$\int_{\mathbb{R}} u_q(y - x) u_r(y) dy = \int_{\mathbb{R}} \tilde{u}_{q+r}(y) [u_r(x - y) + u_q(y - x)] dy.$$ 

**Proof:** Recall the identity

$$u_q(x) u_q(0) = \mathbb{E}_x (e^{-q T_0}), \quad x \in \mathbb{R}.$$ 

Hence, $q u_q(x) \sim \mathbb{P}_x (T_0 < \infty) q u_q(0)$ as $q \downarrow 0$. Thus, it suffices to prove the case $x = 0$. Thanks to (3.8), we have

$$q u_q(0) = \frac{1}{2\pi} \int_{\mathbb{R}} \text{Re} \left( \frac{q}{q + \psi(\lambda)} \right) d\lambda.$$ 

For every $q > 0$, let $j_q$ be the integrand in the above display. Now, we observe the following

$$j_q(\lambda) = \text{Re} \left( \frac{q}{q + \psi(\lambda)} \right)$$

$$= \frac{q(q + \text{Re}(\psi(\lambda)))}{[q + \text{Re}(\psi(\lambda))]^2 + [\text{Im}(\psi(\lambda))]^2}$$

$$= \left[ 1 + \frac{\text{Re}(\psi(\lambda))}{q} + \frac{(\text{Im}(\psi(\lambda)))^2}{q(q + \text{Re}(\psi(\lambda)))} \right]^{-1}, \quad q > 0, \lambda \in \mathbb{R}.$$ 

Hence, $j_q \downarrow 0$, as $q \downarrow 0$. Thus, $0 \leq j_q(\lambda) \leq j_1(\lambda)$, $0 < q < 1$, $\lambda \in \mathbb{R}$ and $j_1$ is integrable by Theorem 2.1. Then, by the dominated convergence theorem $\lim_{q \to 0} q u_q(0) = 0$. This shows (i).

Now, let $f$ be a positive, bounded, measurable function. By construction we have

$$\int_{\mathbb{R}} \int_{\mathbb{R}} u_q(y - x) u_r(y) f(x) dy dx = \int_{\mathbb{R}} \int_{\mathbb{R}} f(y - z) u_q(z) u_r(y) dy dz$$

$$= \frac{1}{rq} \mathbb{E} \left( f(X_{e_q} - Y_{e_r}) \right)$$

$$= \frac{1}{rq} \mathbb{E} \left( f(X_{e_q} - Y_{e_r}) \mathbf{1}_{\{e_r > e_q\}} \right)$$

$$+ \frac{1}{rq} \mathbb{E} \left( f(-(Y_{e_q} - X_{e_r})) \mathbf{1}_{\{e_q > e_r\}} \right),$$

where $e_q$, $e_r$ are exponential random variables with parameters $q > 0$ and $r > 0$, respectively, such that $e_q$, $e_r$, $Y$ and $X$ are independent under $\mathbb{P}$. Applying the independence and stationarity property of the increments of $X$, we observe that
the first term in the latter equation becomes
\[
\frac{1}{rq} \mathbb{E} \left( f(X_{e_r} - Y_{e_q}) 1_{\{e_r > e_q\}} \right) = \frac{1}{rq} \mathbb{E} \left( f(X_{e_r} - X_{e_q} + Z_{e_q}) 1_{\{e_r > e_q\}} \right)
\]
\[
= \int_0^\infty \int_s^\infty \mathbb{E}(f(X_t - X_s + Z_s))e^{-rt}e^{-qs}dt ds
\]
\[
= \int_0^\infty \int_s^\infty \mathbb{E}(f(W_{t-s} + Z_s))e^{-r(t-s)}e^{-(q-r)s}dt ds,
\]
where \( W = (W_t, t \geq 0) \) has the same law as \( X \) and is independent of \( Z \) under \( \mathbb{P} \). Thus,
\[
\frac{1}{rq} \mathbb{E} \left( f(X_{e_r} - Y_{e_q}) 1_{\{e_r > e_q\}} \right) = \int_0^\infty \int_s^\infty e^{-r(t-s)}\mathbb{E}(f(W_{t-s} + Z_s))e^{-(q-r)s}dt ds
\]
\[
= \int_0^\infty \int_0^\infty e^{-rq}f(W_t + Z_s) dt ds
\]
\[
= \int_{\mathbb{R}} \int_{\mathbb{R}} f(z + y)u_r(z)u_{q+r}(y)dy dz
\]
\[
= \int_{\mathbb{R}} \int_{\mathbb{R}} \tilde{u}_{q+r}(y)u_r(x - y)f(x)dy dx.
\]
In the same way, it can be verified that
\[
\frac{1}{rq} \mathbb{E} \left( f(-(Y_{e_q} - X_{e_r})) 1_{\{e_r > e_q\}} \right) = \frac{1}{rq} \mathbb{E} \left( f(-(Y_{e_q} - X_{e_r}) + Z_{e_q}) 1_{\{e_r > e_q\}} \right)
\]
\[
= \int_{\mathbb{R}} \int_{\mathbb{R}} \tilde{u}_{q+r}(y)u_q(y - x)f(x)dy dx.
\]
Thus, we have
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} u_q(y - x)u_r(y)f(x)dy dx = \int_{\mathbb{R}} \int_{\mathbb{R}} \tilde{u}_{q+r}(y) [u_r(x - y) + u_q(y - x)] f(x)dy dx,
\]
for all positive, bounded, measurable function \( f \). By the continuity and boundeness of \( u_r \) and \( u_q \), we conclude that
\[
\int_{\mathbb{R}} u_q(y - x)u_r(y)dy = \int_{\mathbb{R}} \tilde{u}_{q+r}(y)[u_r(x - y) + u_q(y - x)]dy,
\]
for any \( q, r > 0, x \in \mathbb{R} \).

Some properties of the function \( h^* \) are summarized in the following lemma.

**Lemma 3.10.** The function \( h^* \) is a symmetric, nonnegative, subadditive, continuous function which vanishes only at the point \( x = 0 \) and \( \lim_{|x| \to \infty} h^*(x) = \kappa^{-1} \). Furthermore, \( h^* \) is integrable with respect to semigroup of the process killed at \( T_0 \), i.e., \( P_0^h h^*(x) < \infty, \) for all \( t > 0, x \in \mathbb{R} \).

**Proof:** From the definition of \( h^* \) and (3.11) the non negativity and symmetry of \( h^* \) follows. The subadditivity of \( h^* \) is obtained from subadditivity of the sequence \( (h^*_q)_{q>0} \). We observe that from (3.15), we can write \( h^* \) in terms of \( h \) as
\[
h^*(x) = h(x) + h(-x) - \kappa h(x)h(-x), \tag{3.17}
\]
where \( \kappa = \lim_{q \to 0} \frac{1}{u_q(0)} \). Hence, \( h^* \) is continuous.

Now, we prove that \( \lim_{|x| \to \infty} h^*(x) = \kappa^{-1} \). In Lemma 3.5 it has been proved that if \( X \) is recurrent then \( \lim_{x \to \infty} h^*(x) = \infty \). Since \( h^* \) is a symmetric function,
the same limit is obtained as \( x \to -\infty \). Then, \( \lim_{|x| \to \infty} h^*(x) = \kappa^{-1} \) when \( X \) is recurrent. Suppose that \( X \) is transient. In Lemma 3.5 we established that

\[
\lim \inf_{x \to \infty} h^*(x) \geq u_q(0), \quad \forall q > 0,
\]

without further assumptions. Hence, letting \( q \) tends to 0, we obtain,

\[
\lim \inf_{x \to \infty} h^*(x) \geq \kappa^{-1}.
\]

On the other hand, taking \( e_q \) an exponential independent time with parameter \( q \), we have

\[
\mathbb{E}(L_{T_x}) = \mathbb{E}(L_{T_x} 1_{\{T_x \geq e_q\}}) + \mathbb{E}(L_{T_x} 1_{\{T_x < e_q\}})
\]

\[
\leq \mathbb{E}(L_{T_x} (1 - e^{-qT_x})) + \mathbb{E}(L_{e_q})
\]

\[
= \mathbb{E}(L_{T_x} (1 - e^{-qT_x})) + u_q(0), \quad x \in \mathbb{R}.
\]

Then, since \( X \) is transient, \( \mathbb{E}(L_{T_x}) < \infty \). Thus, by the dominated convergence theorem

\[
h^*(x) = \mathbb{E}(L_{T_x}) \leq \kappa^{-1}.
\]

Hence, \( \limsup_{x \to \infty} h^*(x) \leq \kappa^{-1} \). Therefore, \( \lim_{x \to \infty} h^*(x) = \kappa^{-1} \) if \( X \) is transient. Since \( h^*(x) \) is a symmetric function the same limit is obtained as \( x \to -\infty \). Therefore, \( \lim_{|x| \to \infty} h^*(x) = \kappa^{-1} \).

From the definition, \( h^*(0) = 0 \). To prove that \( x = 0 \) is the only point where \( h^* \) vanishes, we proceed by contradiction. Suppose that \( h^*(x_0) = 0 \), for some \( x_0 \neq 0 \). Using the subadditivity and symmetry of \( h^* \), and making induction we get that \( h^*(kx_0) = 0 \) for all \( k \in \mathbb{Z} \). Since \( \lim_{|x| \to \infty} h^*(x) = \kappa^{-1} > 0 \), the claim \( h^*(kx_0) = 0 \), for all \( k \in \mathbb{Z} \) is a contradiction. Therefore, \( h^*(x) > 0 \), for all \( x \neq 0 \).

Finally, we prove that \( h^* \) is \( P^0 \)-integrable. For \( x \in \mathbb{R} \), we write \( \hat{h}_q(x) = h_q(-x) \), \( q > 0 \), and \( \hat{h}(x) = \lim_{q \to 0} \hat{h}_q(x) \). Let \( S \) be the function defined by

\[
S(x) = h(x) + \hat{h}(x), \quad x \in \mathbb{R}.
\]

By (3.17), \( h^*(x) \leq S(x) \), \( x \in \mathbb{R} \). Thus, it suffices to show that \( S \) is \( P^0 \)-integrable. Now, by (2.4), the following identities hold for \( 0 < r < q \),

\[
U_q h_r(x) = \int_{\mathbb{R}} u_q(y - x) h_r(y)dy
\]

\[
= \int_{\mathbb{R}} u_q(y - x)\{u_r(0) - u_r(-y)\}dy
\]

\[
= \frac{u_r(0)}{q} - \int_{\mathbb{R}} u_q(y - x)u_r(-y)dy
\]

\[
= \frac{u_r(0)}{q} - \frac{1}{q - r}\{u_r(-x) - u_q(-x)\}
\]

\[
= \frac{h_r(x)}{q} - \frac{ru_r(-x)}{q(q - r)} + \frac{u_q(-x)}{q - r}.
\]

(3.18)

Thanks to Lemma 3.9 (i), \( h_r(x) \to h(x) \) as \( r \to 0 \) and Fatou’s lemma, we obtain

\[
U_q h(x) \leq \frac{h(x) + u_q(-x)}{q}, \quad q > 0, x \in \mathbb{R}.
\]

(3.19)
Now, we will obtain a bound for $U_q \tilde{h}$ in terms of the process $Z$, the symmetrisation of $X$, and the sequence $(\tilde{h}_r)$ introduced before Lemma 3.9. We note that since the characteristic exponent of $Z$ is $2Re(\psi)$, then by (2.14)

$$\tilde{h}_r(x) = \tilde{u}_r(0) - \tilde{u}_r(-x) = \frac{1}{2\pi} \int_{\mathbb{R}} \frac{1 - \cos(\lambda x)}{r + 2Re(\psi(\lambda))} d\lambda, \quad r > 0, x \in \mathbb{R}.$$ 

Furthermore, by monotone convergence theorem and Remark 3.2

$$\lim_{r \to 0} \tilde{h}_r(x) = \frac{1}{2\pi} \int_{\mathbb{R}} \frac{1 - \cos(\lambda x)}{2Re(\psi(\lambda))} d\lambda \leq \frac{1}{2\pi} \int_{\mathbb{R}} \frac{1}{Re(\psi(\lambda))} d\lambda < \infty, \quad x \in \mathbb{R}.$$ 

On the other hand, for all $r > 0, x \in \mathbb{R}$, it holds

$$u_r(0) - u_r(x) \leq h_r(x) + h_r(-x)$$

$$= \frac{1}{2\pi} \int_{\mathbb{R}} \frac{1 - \cos(\lambda x)}{|r + \psi(\lambda)|^2} d\lambda$$

$$\leq \frac{1}{2\pi} \int_{\mathbb{R}} \frac{1 - \cos(\lambda x)}{r + Re(\psi(\lambda))} d\lambda$$

$$= 2 \left( \frac{1}{2\pi} \int_{\mathbb{R}} \frac{1 - \cos(\lambda x)}{2r + 2Re(\psi(\lambda))} d\lambda \right)$$

$$= 2 \tilde{h}_{2r}(x).$$

Proceeding as in (3.18) and with the help of Lemma 3.9 (ii), we obtain

$$U_q \tilde{h}_r(x) = \frac{1}{q} u_r(0) - U_q u_r(x) = \frac{1}{q} u_r(0) - \int_{\mathbb{R}} u_q(y - x) u_r(y) dy$$

$$= \int_{\mathbb{R}} \tilde{u}_{q+r}(y) [u_r(0) - u_r(x - y)] dy$$

$$+ \frac{r}{q} u_r(0) \int_{\mathbb{R}} \tilde{u}_{q+r}(y) dy - \int_{\mathbb{R}} \tilde{u}_{q+r}(y) u_q(y - x) dy$$

$$= \int_{\mathbb{R}} \tilde{u}_{q+r}(y) [u_r(0) - u_r(x - y)] dy$$

$$+ \frac{r}{q(q + r)} u_r(0) - \frac{1}{q + r} \mathbb{E}(u_q(Z_{e_{q+r}} - x))$$

$$\leq 2 \int_{\mathbb{R}} \tilde{u}_{q+r}(y) \tilde{h}_{2r}(x - y) dy + \frac{r}{q(q + r)} u_r(0) - \frac{1}{q + r} \mathbb{E}(u_q(Z_{e_{q+r}} - x))$$

$$= 2 \left[ \frac{\tilde{h}_{2r}(x)}{q + r} - \frac{(2r) \tilde{u}_{2r}(-x)}{(q + r)(q - r)} + \frac{\tilde{u}_{q+r}(-x)}{q - r} \right] + \frac{r}{q(q + r)} u_r(0)$$

$$- \frac{1}{q + r} \mathbb{E}(u_q(Z_{e_{q+r}} - x)),$$

notice that in the final identity we applied the identity (3.18) for the process $Z$.

For the last term in the above equality, we have that since

$$\tilde{u}_{q+r}(x) = \frac{1}{2\pi} \int_{\mathbb{R}} \frac{\cos(\lambda x)}{q + r + 2Re(\psi(\lambda))} d\lambda,$$
it follows $\tilde{u}_{q+r}(x) \uparrow \tilde{u}_q(x)$, as $r \to 0$, for any $x \in \mathbb{R}$. Hence by the monotone convergence theorem
\[
\lim_{r \to 0} \frac{1}{q + r} \mathbb{E}(u_q{(Z_{e{q+r}} - x)}) = \lim_{r \to 0} \int_{\mathbb{R}} \tilde{u}_{q+r}(y)u_q{(y-x)}dy = \int_{\mathbb{R}} \tilde{u}_q(y)u_q{(y-x)}dy = \frac{1}{q} \mathbb{E}(u_q{(Z_{e{q}} - x)}),
\]
which is finite since $u_q$ is a bounded function. Thus, using again Lemma 3.9 (i), \(\tilde{h}_r(x) \to \tilde{h}(x), \tilde{h}_r(x) \to \tilde{h}(x)\) as $r \to 0$, and Fatou’s lemma, it follows that
\[
U_q \tilde{h}(x) \leq 2 \left[ \frac{h(x)}{q} + \frac{\tilde{u}_q(-x)}{q} \right] - \frac{1}{q} \mathbb{E}(u_q{(Z_{e{q}} - x)}) \tag{3.20}
\]
is finite for all $q > 0$, $x \in \mathbb{R}$. Adding (3.19) and (3.20), we obtain that for any $q > 0$, $x \in \mathbb{R}$,
\[
 qU_qS(x) \leq h(x) + u_q(-x) + 2[\tilde{h}(x) + \tilde{u}_q(-x)] - \mathbb{E}(u_q{(Z_{e{q}} - x)}) \tag{3.21}
\]
is finite. Hence, the function $S$ is $P_t$-integrable and therefore $P^0_t$-integrable. \qed

Remark 3.11. By (3.4) and (3.14), we have $h_q(x) \leq h^*_q(x) \leq h^*(x) \leq S(x)$, for all $q > 0$, $x \in \mathbb{R}$. On the other hand, the Lemma 3.10 and its proof ensure that $h^*$ satisfies that $P^0_t h^*(x)$ is finite for all $t > 0$, $x \in \mathbb{R}$ and
\[
 qU_qh^*(x) \leq \alpha_q(x), \quad q > 0, x \in \mathbb{R}, \tag{3.22}
\]
where $\alpha_q(x)$ is the function in the right hand side of (3.21). The latter inequality will be useful in the proofs of Lemma 3.12 and assertion (iii) in Theorem 2.2.

The next lemma ensures that the inequality obtained in (3.19) in fact is an equality. This result was established in Yano (2010) in the symmetric case.

Lemma 3.12. For any $q > 0$, $x \in \mathbb{R}$,
\[
 U_qh(x) = \frac{h(x) + u_q(-x)}{q}.
\]

Proof: Remark 3.11 states that the function $h^*$ satisfies $h_q(x) \leq h^*(x)$ and $U_qh^*(x)$ is finite, for all $q > 0$, $x \in \mathbb{R}$. Then, by the dominated convergence theorem and (3.18), it follows
\[
 U_qh(x) = \lim_{r \to 0} U_qh_r(x) = \frac{h(x) + u_q(-x)}{q}.
\]

\qed

4. Proofs of the main results

We will first prove Theorem 2.2. Recall that in Section 3.1 we proved the claims in (i) and (ii). Here we will prove (iii).
Proof of (iii) in Theorem 2.2: The first part of the proof is inspired by the proof of Lemma 1 in Chaumont and Doney (2005). Let $e_q$ be an exponential random variable with parameter $q > 0$, and independent of $(X, P)$. We claim that for $q > 0$, $x \in \mathbb{R}$,

$$
\mathbb{E}_x(\mathbb{P}_{X_t}(T_0 > e_q) 1_{(T_0 > t)}) = e^{qt} \left( \mathbb{P}_x(T_0 > e_q) - \int_0^t \mathbb{P}_x(T_0 > s) q e^{-qs} ds \right). \quad (4.1)
$$

Indeed, by (3.7), we have

$$
\mathbb{E}_x(\mathbb{P}_{X_t}(T_0 > e_q) 1_{(T_0 > t)}) = \mathbb{P}_x(T_0 > t + e_q).
$$

Now, making the change of variables $u = t + s$, we obtain

$$
\mathbb{P}_x(T_0 > t + e_q) = \int_0^\infty \mathbb{P}_x(T_0 > t + s) q^{-qs} ds = e^{qt} \int_t^\infty \mathbb{P}_x(T_0 > u) q e^{-qu} du = e^{qt} \left( \int_0^\infty \mathbb{P}_x(T_0 > u) q e^{-qu} du - \int_0^t \mathbb{P}_x(T_0 > u) q e^{-qu} du \right) = e^{qt} \left( \mathbb{P}_x(T_0 > e_q) - \int_0^t \mathbb{P}_x(T_0 > u) q e^{-qu} du \right).
$$

Hence, (4.1) follows.

By Remark 3.11 and Lemma 3.10, we derive that the sequence $(h_q)_{q>0}$ is dominated by $h^*$ and $h^*$ is integrable with respect to $P_t^0$ for any $t > 0$. Then, using dominated convergence theorem, (3.4) and (4.1), it follows

$$
\mathbb{E}_x(h(X_t), t < T_0) = \mathbb{E}_x \left( \lim_{q \to 0} h_q(X_t), t < T_0 \right)
$$

$$
= \lim_{q \to 0} \mathbb{E}_x \left( \frac{\mathbb{P}_{X_t}(T_0 > e_q)}{n(\zeta > e_q)} 1_{(t < T_0)} \right)
$$

$$
= \lim_{q \to 0} e^{qt} \left( \frac{\mathbb{P}_x(T_0 > e_q)}{n(\zeta > e_q)} - \int_0^t \frac{\mathbb{P}_x(T_0 > u)}{n(\zeta > e_q)} q e^{-qu} du \right)
$$

$$
= h(x) - \frac{1}{n(\zeta)} \int_0^t \mathbb{P}_x(T_0 > u) du,
$$

where $n(\zeta) = \lim_{q \to 0} \int_0^\infty e^{-q t} n(\zeta > t) dt$. On the other hand, Lemma 3.9 (i) and (2.9) imply $n(\zeta) = \lim_{q \to 0} [qu_q(0)]^{-1} = \infty$. Therefore, we conclude

$$
\mathbb{E}_x(h(X_t), t < T_0) = h(x), \quad t > 0, x \in \mathbb{R}.
$$

Now, we prove the second part of (iii) in Theorem 2.2. To that aim we compute the Laplace transform of $n(h(X_t), t < \zeta)$. From (2.8) and Lemma 3.12, we obtain
that the Laplace transform of \( n(h(X_t), t < \zeta) \) is given by

\[
\int_0^\infty e^{-qt} n(h(X_t), t < \zeta) dt = \int_{\mathbb{R}} h(x) \mathbb{E}_x[e^{-qt}] dx
= \int_{\mathbb{R}} h(x) \frac{u_x(x)}{u_q(0)} dx
= \frac{1}{u_q(0)} U_q h(0)
= \frac{1}{q}.
\]

Hence, the claim follows. □

We will next prove Theorem 2.6.

Proof of Theorem 2.6: The only thing which has to be proved is the fact that \( \mathbb{P}_0^1 \) is a Markovian probability measure with the same semigroup as under \( \mathbb{P}_x^1 \), \( x \in \mathcal{H} \) and that \( \mathbb{P}_0^1(X_0 = 0) = 1 \). Recall \( n \) is a Markovian measure (\( \sigma \)-finite) with semigroup \( (P_t^0, t \geq 0) \). Let \( g \) be any bounded Borel function and \( \Lambda \in \mathcal{F}_t \) and \( t, s > 0 \):

\[
\mathbb{E}_0^1 (\Lambda g(X_{t+s})) = n(\Lambda h(X_{t+s}) g(X_{t+s}) \mathbf{1}_{\{t < \zeta\}})
= n(\Lambda \mathbb{E}_{X_t}^1 (h(X_s) g(X_s)) \mathbf{1}_{\{t < \zeta\}})
= \mathbb{E}_0^1 (\Lambda \mathbb{E}_{X_t}^1 (g(X_s))).
\]

This shows the first part. Now, we prove that \( \mathbb{P}_0^1(X_0 = 0) = 1 \). Since \( X \) is right continuous at 0, it suffices to prove that for any \( z > 0 \),

\[
\mathbb{P}_0^1(|X_{t+}\epsilon| < z) \to 1,
\]
as \( \epsilon \to 0 \). The latter is equivalent to prove

\[
\lim_{\epsilon \to 0} n(\mathbf{1}_{\{|X_\epsilon|>z\}} h(X_\epsilon) \mathbf{1}_{\{t<\zeta\}}) = 0.
\]

Since for \( s > 0 \), \( n(h(X_s), s < \zeta) = 1 \), the measure defined on \( \mathcal{F}_s \) by

\[
\mathcal{Q}_s(\cdot) := n(\cdot, h(X_s), s < \zeta),
\]
is a probability measure. Then, from the Markov property, \( \mathbb{P}_0^1(|X_s| < z) = \mathcal{Q}_s(\mathbf{1}_{\{|X_\epsilon|<z\}}) \), for all \( \epsilon < s \). Using that excursions of the Lévy process \( (X, \mathbb{P}) \) leave 0 continuously, because 0 is assumed to be regular for itself, we derive \( \mathbf{1}_{\{|X_\epsilon|<z\}} \to 1 \), \( \mathcal{Q}_s \)-a.s. as \( \epsilon \to 0 \). The result follows from the dominated converge theorem. □

Proof of Theorem 2.7: We proceed as in Chaumont and Doney (2005). Let \( x \in \mathcal{H} \), \( \Lambda \in \mathcal{F}_t \), \( t > 0 \). With the help of the Markov property and since \( e_q \) is independent
of \((X, \mathbb{P})\), we can deduce the following
\[
\mathbb{E}_x (1_{\Lambda} 1_{\{t<\varepsilon_q\}} 1_{\{T_0>\varepsilon_q\}}) = \int_0^\infty \mathbb{E}_x (1_{\Lambda} 1_{\{t<T_0\}} 1_{\{T_0>s\}}) 1_{\{t<s\}} q e^{-qs} ds \\
= \int_0^\infty \mathbb{E}_x (1_{\Lambda} 1_{\{t<T_0\}} \mathbb{E}_x (1_{\{T_0>s\}} \circ \theta_t | \mathcal{F}_t)) 1_{\{t<s\}} q e^{-qs} ds \\
= \int_0^\infty \mathbb{E}_x (1_{\Lambda} 1_{\{t<T_0\wedge s\}} \mathbb{P}_{X_t}(T_0>s)) q e^{-qs} ds \\
= \mathbb{E}_x (1_{\Lambda} 1_{\{t<T_0\wedge \varepsilon_q\}} \mathbb{P}_{X_t}(T_0>\varepsilon_q)) \\
= n(\zeta > \varepsilon_q) \mathbb{E}_x (1_{\Lambda} 1_{\{t<T_0\wedge \varepsilon_q\}} h_q(X_t)) \\
= \frac{1}{h_q(x)} \mathbb{E}_x (1_{\Lambda} 1_{\{t<T_0\wedge \varepsilon_q\}} h_q(X_t)) \mathbb{P}_x(T_0>\varepsilon_q).
\]

The latter shows that for \(\Lambda \in \mathcal{F}_t\),
\[
\mathbb{P}_x(\Lambda, t < \varepsilon_q | T_0 > \varepsilon_q) = \frac{1}{h_q(x)} \mathbb{E}_x (1_{\Lambda} h_q(X_t) 1_{\{t<T_0\wedge \varepsilon_q\}}).
\]

Now, recall that \(h_q(x) \leq h^*_q(x) \leq h^*(x), \ q > 0, x \in \mathbb{R}\). Thus,
\[
1_{\{t<T_0\wedge \varepsilon_q\}} h_q(X_t) \leq 1_{\{t<T_0\}} h^*(X_t) \text{ a.s.}
\]

Furthermore, by Lemma 3.10, \(\mathbb{E}_x (h^*(X_t), t < T_0)\) is finite. Then, letting \(q \to 0\), with the help of the dominated convergence theorem in (4.2), we obtain the desired result. \(\square\)

**Proof of Theorem 2.8:** For every \(s > 0\), we consider \(d_s = \inf \{u > s : X_u = 0\}\), \(g_s = \sup \{u \leq s : X_u = 0\}\) and \(G = \{g_u : g_u \neq d_u, u > 0\}\). By definition, for every \(q > 0\), \(\Lambda \in \mathcal{F}_t\), we have
\[
\mathbb{P}^{\mathbb{P}_x}(\Lambda, t < \zeta) = \mathbb{E}(1_{\Lambda} \circ k_{e_q-g_q} \circ \theta_{g_q} 1_{\{t<e_q-g_q\}}) \\
= \mathbb{E} \left( \int_0^\infty 1_{\Lambda} \circ k_{u-g_u} \circ \theta_{g_u} 1_{\{t<u-g_u\}} q e^{-qs} du \right) \\
= \mathbb{E} \left( \sum_{s \in G} e^{-qs} \int_s^{d_s} q e^{-q(u-s)} 1_{\Lambda} \circ k_{u-s} \circ \theta_s 1_{\{t<u-s\}} du \right).
\]

Now, using the compensation formula in excursion theory (see e.g. Bertoin, 1996, Maisonneuve, 1975) and the Markov property of \(n\), we obtain
\[
\mathbb{E} \left( \sum_{s \in G} e^{-qs} \int_s^{d_s} q e^{-q(u-s)} 1_{\Lambda} \circ k_{u-s} \circ \theta_s 1_{\{t<u-s\}} du \right) \\
= \mathbb{E} \left( \int_0^\infty e^{-qs} dL_s \right) n(1_{\Lambda} 1_{\{t<e_q<\zeta\}}) \\
= \mathbb{E} \left( \int_0^\infty e^{-qs} dL_s \right) n(1_{\Lambda} \mathbb{P}_{X_t}(T_0>\varepsilon_q)) 1_{\{t<\zeta\}}.
\]

Using (2.9) and (3.13) we deduce
\[
\mathbb{E} \left( \int_0^\infty e^{-qs} dL_s \right) = u_q(0) = \frac{1}{n(\zeta > \varepsilon_q)}.
\]
Thus, we obtain
\[
\mathbb{P}^e_\Lambda(t < \zeta) = \frac{n(1 \Lambda 1_{(t < e_q < \zeta)})}{n(\zeta > e_q)} = n(1_{\Lambda h_q(X_t)1_{(t < \zeta)}}). \tag{4.3}
\]

First, we will prove that
\[
\lim_{q \to 0} \mathbb{P}^e_\Lambda(t < \zeta) = 1.
\]
The first equality of (4.3) can be written as follows
\[
\mathbb{P}^e_\Lambda(t < \zeta) = \frac{n(t < e_q < \zeta)}{n(\zeta > e_q)}
\]
\[
= \frac{n(\zeta > e_q, e_q > t)}{n(\zeta > e_q)}
\]
\[
= \frac{n(\zeta > e_q)}{n(\zeta > e_q)} - \frac{n(\zeta > e_q, e_q < t)}{n(\zeta > e_q)}
\]
\[
= 1 - \frac{q}{n(\zeta > e_q)} \left( \frac{1 - e^{-q(t \wedge \zeta)}}{q} \right).
\]

By (2.9) and Lemma 3.9 (i),
\[
\lim_{q \to 0} \frac{q}{n(\zeta > e_q)} = \lim_{q \to 0} q u_q(0) = 0.
\]

Using the inequality \(1 - e^{-x} \leq x\), for \(x > 0\) and since \(n(t \wedge \zeta) < \infty\), the dominated convergence theorem implies
\[
\lim_{q \to 0} n \left( \frac{1 - e^{-q(t \wedge \zeta)}}{q} \right) = n(t \wedge \zeta) < \infty.
\]

Thus, we conclude
\[
\lim_{q \to 0} \mathbb{P}^e_\Lambda(t < \zeta) = 1 - \lim_{q \to 0} \frac{q}{n(\zeta > e_q)} n \left( \frac{1 - e^{-q(t \wedge \zeta)}}{q} \right) = 1.
\]

Now, we prove that
\[
\lim_{q \to 0} \mathbb{P}^e_\Lambda(A, t < \zeta) = n(1_{\Lambda h(X_t)1_{(t < \zeta)}}).
\]

Fatou’s lemma and (4.3) imply that for any \(t > 0\) and \(\Lambda \in \mathcal{F}_t\)
\[
\liminf_{q \to 0} \mathbb{P}^e_\Lambda(A, t < \zeta) \geq n(1_{\Lambda h(X_t)1_{(t < \zeta)}}).
\]

Furthermore, since \(n(h(X_t), t < \zeta) = 1\) for all \(t > 0\) and \(\mathbb{P}^e_\Lambda(t < \zeta) \to 1\) as \(q \to 0\), it follows that
\[
\limsup_{q \to 0} \mathbb{P}^e_\Lambda(A, t < \zeta) = \limsup_{q \to 0} \mathbb{P}^e_\Lambda(t < \zeta) - \liminf_{q \to 0} \mathbb{P}^e_\Lambda(\Lambda^c, t < \zeta)
\]
\[
= 1 - \liminf_{q \to 0} \mathbb{P}^e_\Lambda(\Lambda^c, t < \zeta)
\]
\[
\leq 1 - n(1_{\Lambda^c h(X_t)1_{(t < \zeta)}})
\]
\[
= n(1_{\Lambda h(X_t)1_{(t < \zeta)}}).
\]

Putting the pieces together we conclude that
\[
\lim_{q \to 0} \mathbb{P}^e_\Lambda(A, t < \zeta) = n(1_{\Lambda h(X_t)1_{(t < \zeta)}}).
\]
We will now establish the claims in Proposition 2.9 and Proposition 2.10. For that aim, let $U^\dagger_q$ be the $q$-resolvent for the process $X^\dagger = (X, \mathbb{P}^\dagger_x)_{x \in \mathcal{H}_0}$, with $U^\dagger = U^\dagger_0$.

To prove that $X^\dagger$ is transient, we compute the density of $U^\dagger$. For $x, y \in \mathcal{H}$ and $q > 0$, we have

$$u^\dagger_q(x, y) = \frac{h(y)}{h(x)} u^0_q(x, y). \quad (4.4)$$

From (2.8) it can be deduced that for $y \in \mathcal{H}$, $q > 0$,

$$u^\dagger_q(0, y)dy = \int_0^\infty e^{-qt}n(h(X_t)1_{(X_t \in dy)}, t < \zeta)dt$$

$$= h(y)\mathbb{E}_y[e^{-q\zeta}]dy$$

$$= h(y)\frac{u^q(y)}{u^q(0)}dy. \quad (4.5)$$

Finally, by Theorem 2.6 (ii), $u^\dagger_q(x, 0) = 0$, for all $x \in \mathcal{H}_0$. Thus, from the above equations, the density of $U^\dagger$ can be obtained. This is stated in the following lemma.

**Lemma 4.1.** Let $u^\dagger_0(x, y) = \lim_{q \to 0} u^\dagger_q(x, y)$, $x, y \in \mathcal{H}_0$. Then $u^\dagger_0(x, 0) = 0$, for all $x \in \mathcal{H}_0$, $0 \leq u^\dagger_0(x, y) = \frac{h(y)}{h(x)}[h(x) + h(-y) - h(x - y) - \kappa h(x)h(-y)], \ x \in \mathcal{H}, y \in \mathcal{H}, \ (4.6)$

and for $y \in \mathcal{H}$,

$$u^\dagger_0(0, y) = h(y)(1 - \kappa h(-y)) = h^*(y) - h(-y). \quad (4.7)$$

**Proof:** An easy computation gives

$$\frac{u_q(-x)u_q(y)}{u_q(0)} = \frac{h_q(x)h_q(-y)}{u_q(0)} - h_q(x) - h_q(-y) + u_q(0), \ x \in \mathcal{H}, y \in \mathcal{H}.$$  

Using this and (2.6) it follows

$$u^0_q(x, y) = h_q(x) + h_q(-y) - h_q(x - y) - \frac{h_q(x)h_q(-y)}{u_q(0)}, \ x \in \mathcal{H}, y \in \mathcal{H}. \quad (4.8)$$

Letting $q \to 0$ in (4.4) and with help of (4.8), we obtain (4.6). The first equality in (4.7) is obtained from (4.5) recalling that for all $y$,

$$\lim_{q \to 0} \frac{u_q(y)}{u_q(0)} = \lim_{q \to 0}[1 - (u_q(0))^{-1}h_q(-y)] = 1 - \kappa h(-y).$$

The second one follows from (3.17).

**Remark 4.2.** Note that from (3.15) and (4.8) we have $u^\dagger_0(x, x) = u^0_q(x, x) = h^*_q(x)$, $x \in \mathcal{H}$, which implies $u^\dagger_0(x, x) = h^*(x)$, $x \in \mathcal{H}$.

**Proof of Proposition 2.9:** To obtain the transiency property of $X^\dagger$, we use Theorem 3.7.2 in Chung and Walsh (2005), which states the following. If the conditions:

(i) $U^\dagger g$ is lower semi-continuous, for any nonnegative function $g$ with compact support;

(ii) there exists a nonnegative function $f$ such that $0 < U^\dagger f < \infty$ on $\mathcal{H}_0$;


are satisfied, then the process $X^\downarrow$ is transient.

Since $h$ is continuous, from Lemma 4.1 it follows $\lim_{x \to x'} u_0^\uparrow(x, y) = u_0^\uparrow(x', y)$, for all $y \in H_0$. Let $g$ be a nonnegative function with compact support $K$. By Fatou’s lemma, we have

$$\lim \inf_{x \to x'} \int_K g(y)u_0^\uparrow(x, y)dy \geq \int_R g(y) \lim \inf_{x \to x'} u_0^\uparrow(x, y)1_K dy = \int_K g(y)u_0^\uparrow(x', y)dy.$$  

This shows that for any nonnegative function $g$ with compact support, the function

$$x \mapsto \int_R g(y)u_0^\uparrow(x, y)dy$$

is lower semi-continuous. Thus, condition (i) is satisfied. Now, we will find a nonnegative function $f : \mathbb{R} \to \mathbb{R}^+$ such that $0 < U^\downarrow f(x) < \infty$. Let $f$ be given by

$$f(y) = \begin{cases} 
\frac{1}{|h^*(1)|^2}, & |y| \leq 1, \\
\frac{1}{y^2|h^*(y)|^2}, & |y| > 1.
\end{cases}$$

Since $f$ is continuous and $\lim_{|x| \to \infty} h^*(x) = \kappa^{-1}$, then $f$, $fh^*$ and $f(h^*)^2$ are integrable with respect to Lebesgue measure. On the other hand, $h$ is dominated by the symmetric function $h^*$, then the integrability of $fh^*$ and $f(h^*)^2$ imply

$$\int_R f(y)h(y)dy < \infty, \quad \int_R f(y)h(y)h(-y)dy < \infty.$$  

Furthermore, since $h$ is subadditive and $f$ is symmetric, it follows

$$\int \! f(y)h(x-y)dy \leq \int \! f(y)h(x)dy + \int \! f(y)h(y)dy < \infty.$$  

Thus, for $x \in H$,

$$U^\downarrow f(x) = \int_R f(y)u_0^\uparrow(x, y)dy < \infty.$$  

Finally, using the symmetry of $f$ and $h^*$ we obtain

$$U^\downarrow f(0) = \int_R f(y)u_0^\uparrow(0, y)dy = \int_R f(y)(h^*(y) - h(y))dy < \infty.$$  

This concludes the proof. □

The Lemma 4.3 below states that any $x \in H$ is regular for itself under $\mathbb{P}_x^\uparrow$. The latter implies the existence of a continuous local time at point $x \in H$ for the process $(X, \mathbb{P}_x^\uparrow)$, see Blumenthal and Getoor (1968, Theorem 3.12, p. 216). We will denote by $(L^\downarrow(x, t), t \geq 0)$ the local time at point $x$ aforementioned and by $\tau^\downarrow(x, t)$ the right continuous inverse of $L^\downarrow(x, t)$, i.e.,

$$\tau^\downarrow(x, t) = \inf\{s > 0 : L^\downarrow(x, s) > t\}, \; t \geq 0.$$  

It is well known that $(\tau^\downarrow(x, t), t \geq 0)$ is a subordinator killed at an exponential random time independent of $\tau^\downarrow(x, \cdot)$ with Laplace exponent $\Phi^{\tau^\downarrow,\downarrow}$ satisfying

$$E_x(e^{-\alpha \tau^\downarrow(x, t)}) = e^{-t\Phi^{\tau^\downarrow,\downarrow}(\alpha)} = e^{-t/u_0^\uparrow(x, x)}, \; t \geq 0, \quad (4.9)$$
see e.g. Blumenthal and Getoor (1968, Theorem 3.17, p. 218). Furthermore, using the compensation formula in excursion theory it can be established that for any $q > 0$,

$$
\Phi^{x,t}(q) = \frac{1}{u^t_q(x,x)} = n^t_x(\zeta > e_q) + a^x q
$$

$$(4.10)$$

where $a^x$ satisfies

$$
\int_0^t 1_{(X_s = x)} ds = a^x L^t(x,t).
$$

(4.11)

By Remark 4.2, $\lim_{q \to 0} u^t_q(x,x) = h^*(x) > 0$, for $x \in \mathcal{H}$, then $(\tau^t(x), t \geq 0)$ is a subordinator killed at an exponential time with parameter $1/h^*(x) > 0$. This also confirms the transiency of $(X, \mathbb{P}^x_\lambda)$, since by (4.10), there exists an excursion of infinite length.

To state the following lemma, we introduce additional notation. For every $x \in \mathbb{R}$, define $d^x_t = \inf\{u > s : X_t = x\}$, $g^x_t = \sup\{u \leq s : X_t = x\}$ and $G^x = \{g^x_t : g^x_t \neq d^x_t, u > 0\}$.

**Lemma 4.3.**

(i) For $x \in \mathcal{H}$, $x$ is regular for itself for $(X, \mathbb{P}^x_\lambda)$.

(ii) Let $e_q$ be an exponential random variable with parameter $q > 0$, independent of $(X(\mathbb{P}^x_\lambda)_{x \in \mathcal{H}})$. Then, for every $x \in \mathcal{H}$, the processes $(X_u, u < g^x_u)$ and $X \circ k_{e_q} - g^x_u \circ \theta_{g^x_u}$ are $\mathbb{P}^x_\lambda$ independent. Furthermore, their laws are characterized as follows: let $F$ and $H$ be measurable and bounded functionals, then

$$
\mathbb{E}^x_\lambda \left( F(X_u, u < g^x_u) \right)
= \mathbb{E}^x_\lambda \left( \int_0^\infty F(X_u, u < s) e^{-s q} dL^s(x,s) \right) \left[ n^x(s) > e_q + a^x q \right]
$$

and

$$
\mathbb{E}^x_\lambda \left( H(X \circ k_{e_q} - g^x_u \circ \theta_{g^x_u}) \right)
= u^x_q(x,x) \left[ n^x_x \left( \int_0^\infty H(e_u, u < t) q e^{-q t} dt \right) + a^x u_q q H(x) \right],
$$

where $a^x$ is the constant in (4.11).

**Proof:** Let $x \in \mathcal{H}$. By Fatou’s lemma and the definition of $\mathbb{P}^x_\lambda$, we have

$$
\mathbb{P}^x_\lambda(T_x = 0) = \liminf_{t \to 0} \mathbb{P}^t_\lambda(T_x \leq t)
\geq \frac{1}{h(x)} \mathbb{E}_x \left( \liminf_{t \to 0} 1_{\{T_x \leq t < T_0\}} h(X_t) \right)
= \frac{1}{h(x)} \mathbb{E}_x \left( 1_{\{T_x = 0\}} 1_{\{T_0 > 0\}} h(X_0) \right)
= 1,
$$

where the latter equality was obtained using the facts that $\{x\}$ is regular for itself under $\mathbb{P}$ and $\mathbb{P}(T_0 > 0) = 1$. This proves (i).
Before we prove (ii), we recall the following. Since \( \tau^\uparrow(x, \cdot) \) is the inverse of the local time \((L^\uparrow(x, t), t \geq 0)\) with Laplace exponent given by (4.9), then
\[
E^\uparrow_x \left( \int_0^\infty e^{-q\tau^\uparrow(x, t)} dt \right) = E^\uparrow_x \left( \int_0^\infty e^{-q\tau^\downarrow(x, t)} dt \right) = \int_0^\infty E^\uparrow_x (e^{-q\tau^\downarrow(x, t)}) dt = u^\uparrow_0(x, x).
\]
We will denote \( \bar{x} \) the path which is identically equal to \( x \) and with lifetime zero. Thus, for \( F \) and \( H \) measurable and bounded functionals, using the compensation formula in excursion theory (see e.g. Bertoin, 1996, Maisonneuve, 1975), it follows
\[
E^\uparrow_x \left( F(X_u, x < g^\uparrow_{e_q}) H(X \circ k_{e_q} - g^\uparrow_{g_{e_q}} \circ \theta_{g^\uparrow_{g_{e_q}}}) \right) = E^\uparrow_x \left( \sum_{s \in G^\uparrow} F(X_u, x < s) e^{-q s} \int_x^s H(X \circ k_{l-s} \circ \theta_s) e^{-q(t-s)} dt \right) + E^\uparrow_x \left( \int_0^\infty F(X_u, x < t) H(\bar{x}) q e^{-qt} dt \right) = E^\uparrow_x \left( \int_0^\infty F(X_u, x < s) e^{-q s} dL^\uparrow(x, s) \right) \times \left[ n^\uparrow_x \left( \int_0^\infty H(\epsilon_u, x < t) q e^{-qt} dt \right) + a^\uparrow q H(\bar{x}) \right],
\]
(4.15)
where \( a^\uparrow \) is the constant in (4.11). Taking \( H \equiv 1 \) in (4.15), it follows
\[
E^\uparrow_x \left( F(X_u, x < g^\uparrow_{e_q}) \right) = E^\uparrow_x \left( \int_0^\infty F(X_u, x < s) e^{-q s} dL^\uparrow(x, s) \right) \times \left[ n^\uparrow_x (\zeta > e_q) + a^\uparrow q \right].
\]
In the same way, if we take \( F \equiv 1 \) in (4.15) and we use (4.14), we can obtain
\[
E^\uparrow_x \left( H(X \circ k_{e_q} - g^\uparrow_{g_{e_q}} \circ \theta_{g^\uparrow_{g_{e_q}}}) \right) = u^\uparrow_0(x, x) \left[ n^\uparrow_x \left( \int_0^\infty H(\epsilon_u, x < t) q e^{-qt} dt \right) + a^\uparrow q H(\bar{x}) \right].
\]
(4.15)
The latter two displays are (4.12) and (4.13), respectively.

Finally, by (4.10), \( u^\uparrow_0(x, x) = [n^\uparrow_x (\zeta > e_q) + a^\uparrow q]^{-1} \). Using this fact, (4.12) and (4.13), we conclude
\[
E^\uparrow_x \left( F(X_u, x < g^\uparrow_{e_q}) \right) \left( H(X \circ k_{e_q} - g^\uparrow_{g_{e_q}} \circ \theta_{g^\uparrow_{g_{e_q}}}) \right) = E^\uparrow_x \left( F(X_u, x < g^\uparrow_{e_q}) \right) E^\uparrow_x \left( H(X \circ k_{e_q} - g^\uparrow_{g_{e_q}} \circ \theta_{g^\uparrow_{g_{e_q}}}) \right).
\]
This shows the independence property in (ii). \( \square \)

Now, we will prove that the drift coefficient in (4.10) does not depend on \( x \), and is equal to \( \delta \).
Lemma 4.4. Let $\delta$ be the drift coefficient of the inverse local time at the point zero for the Lévy process $(X, \mathbb{P})$. Then for all $x \in \mathcal{H}$, $\mathbb{P}_x^L$-a.s., \( \int_0^t 1_{\{X_s = 0\}} ds = \delta L^t(x, t) \). That is, $a^x = \delta$, for all $x \in \mathcal{H}$.

Proof: If both $\delta$, $a^x$ are zero, the claim holds. Suppose that $a^x \neq 0$. Using (4.14), the definition of $a^x$ and $\mathbb{P}_x^L$, we obtain

\[
a^x u^t_q(x, x) = \mathbb{E}_x^L \left( \int_0^\infty e^{-qt} d[a^x L^t(x, t)] \right) = \int_0^\infty \mathbb{E}_x^L \left( 1 \{X_t = x\} \right) e^{-qt} dt = \int_0^\infty \frac{1}{h(x)} \mathbb{E}_x \left( 1 \{X_t = x\} h(X_t) 1_{\{T_0 > t\}} \right) e^{-qt} dt = \mathbb{E}_x \left( \int_0^\infty 1_{\{T_0 > t\}} e^{-qt} 1_{\{X_t = x\}} dt \right).
\]

Using that $(X, \mathbb{P}_x)$ is equal in distribution to $(X + x, \mathbb{P})$, the definition of $\delta$ and the symmetry of $h^*_q(x)$, it follows that the right-hand side in (4.16) is

\[
\mathbb{E} \left( \int_0^\infty 1_{\{T_{x-s} > t\}} e^{-qt} 1_{\{X_t = 0\}} dt \right) = \delta \mathbb{E} \left( \int_0^\infty 1_{\{T_{x-s} > t\}} e^{-qt} dL_t \right) = \delta h^*_q(x).
\]

To conclude the proof recall that $h^*_q(x) = u^t_q(x, x)$. \qed

Proof of Proposition 2.10: Let $H : \mathcal{D}^0 \to \mathbb{R}$ be a bounded and measurable functional. To simplify we write $X^q$ for the path $X \circ k_{e_q - g_q} \circ \theta_{g_q}$. Using the definition of $\mathbb{P}_x^L$, we obtain

\[
h(x) \mathbb{E}_x^L \left( H(X^q) \right) = \mathbb{E} \left( \int_0^\infty H((X + x) \circ k_{t-g} \circ \theta_{g}) h(X_t + x) 1_{\{T_{x-s} > t\}} q e^{-qt} dt \right).
\]

We note that $1_{\{T_{x-s} > t\}} = 1_{\{T_{x-s} \circ \theta_{g} \circ t > t-g\}} 1_{\{T_{x-s} > g\}}$ and $h(X_t + x) = h((X_{t-g} + x) \circ \theta_{g})$. Then, with the help of the compensation formula in excursion theory (Bertoin, 1996, Maisonneuve, 1975), the right-hand side in (4.17) can be written as

\[
\mathbb{E} \left( \int_0^\infty 1_{\{T_{x-s} > g\}} H((X + x) \circ k_{t-g} \circ \theta_{g}) h((X_{t-g} + x) \circ \theta_{g}) 1_{\{T_{x-s} \circ \theta_{g} \circ t > t-g\}} q e^{-qt} dt \right)
\]

\[
= \mathbb{E} \left( \sum_{s \in \mathcal{G}} 1_{\{T_{x-s} > g\}} \int_s^d H((X + x) \circ k_{t-s} \circ \theta_{s}) h((X_{t-s} + x) \circ \theta_{s}) 1_{\{T_{x-s} \circ \theta_{s} \circ t > t-s\}} q e^{-qt} dt \right)
\]

\[
+ \mathbb{E} \left( \int_0^\infty 1_{\{T_{x-s} > t\}} H(x) h(x) e^{-qt} 1_{\{X_s = 0\}} dt \right)
\]

\[
= \mathbb{E} \left( \int_0^\infty 1_{\{T_{x-s} > t\}} e^{-qt} dL_t \right) n \left( \int_0^\infty H(e_u + x, u < t) h(X_t + x) 1_{\{T_{x-s} > t\}} q e^{-qt} dt \right).
\]
\[ + q\delta H(\bar{x})h(x)E \left( \int_0^\infty 1_{\{T_{-x} > t\}} e^{-qt} dL_t \right) \]
\[ = h_q^*(x) \left[ n \left( \int_0^\infty H(\epsilon_u + x, u < t) h(X_t + x) 1_{\{T_{-x} > t\}} q e^{-qt} dt \right) \right. \]
\[ + \left. q\delta H(\bar{x})h(x) \right], \quad (4.18) \]

where \( \delta \) is such that \( \int_0^1 1_{\{X_s = 0\}} = \delta L_t \) under \( P \). Using Lemma 4.4 and \( h^*(x) = u_\|_q(x, x) \) in (4.18), we verify
\[ E \left[ H(X^q) \right] = u_\|_q(x) \left[ n \left( \int_0^\infty H(\epsilon_u + x, u < t) h(X_t + x) 1_{\{T_{-x} > t\}} q e^{-qt} dt \right) \right] + \alpha^q q H(\bar{x}). \quad (4.19) \]

Comparing (4.19) with (4.13), the result follows. \( \square \)

5. Two examples

The expression (2.13) in Theorem 2.2 (i) allows us to compute explicitly the function \( h \) in the particular case when \( (X, P) \) is an \( \alpha \)-stable process.

Example 5.1. Suppose that \( (X, P) \) is an \( \alpha \)-stable process. Then, \( (X, P) \) satisfies \( H.1 \) and \( H.2 \) if and only if \( \alpha \in (1, 2] \). It is well known that the resolvent density of Brownian motion is \( u_\|_q(x) = \left( \sqrt{2q} \right)^{-1} e^{-\sqrt{2q}|x|} \), hence
\[ h(x) = \lim_{q \to 0} [u_\|_q(0) - u_\|_q(-x)] = |x|. \]

Now, let \( \alpha \in (1, 2) \). In this case the function \( h \) takes the following form
\[ h(x) = K(\alpha)(1 - \beta \text{sgn}(x))|x|^{\alpha - 1}, \quad (5.1) \]
where
\[ K(\alpha) = \frac{\Gamma(2 - \alpha) \sin(\alpha\pi/2)}{c\pi(\alpha - 1)(1 + \beta^2 \tan^2(\alpha\pi/2))} \]
and
\[ c = -\frac{(c^+ + c^-)\Gamma(2 - \alpha)}{\alpha(\alpha - 1)} \cos(\alpha\pi/2), \quad \beta = \frac{c^+ - c^-}{c^+ + c^-}. \quad (5.2) \]

Notice that if \( \beta = 1 \) \((c^- = 0)\), then \( h(x) = 0 \), for all \( x \geq 0 \), and if \( \beta = -1 \) \((c^+ = 0)\), then \( h(x) = 0 \), for all \( x \leq 0 \).

The aforementioned expression for \( h \) has been obtained in Yano (2013). For sake of completeness, we give more detailed computations considering the hypotheses \( H.1 \) to \( H.4 \).

Before obtaining (5.1) we will verify hypotheses \( H.3 \) and \( H.4 \), respectively. Recall that the characteristic exponent of \( (X, P) \) can be written as
\[ \psi(\lambda) = c|\lambda|^\alpha(1 - i\beta \text{sgn}(\lambda) \tan(\alpha\pi/2)), \]
where \( c \) and \( \beta \) are as in (5.2). Notice that \( H.3 \) is satisfied because the integral
\[ \int_\mathbb{R} \frac{1}{q + c|\lambda|^\alpha} d\lambda \]
is finite for all \( q > 0 \). On the other hand, using the expression of \( \psi(\lambda) \) we obtain

\[
Re \left( \frac{1 - e^{i\lambda x}}{\psi(\lambda)} \right) = \frac{1 - \cos(\lambda x) + \beta \tan(\alpha \pi/2) \text{sgn}(\lambda) \sin(\lambda x)}{c|\lambda|^{\alpha}(1 + \beta^2 \tan^2(\alpha \pi/2))}.
\]

From the latter equality, we have

\[
\left| Re \left( \frac{1 - e^{\lambda x}}{\psi(\lambda)} \right) \right| \leq \frac{1}{c} \left( \frac{1 - \cos(\lambda)}{|\lambda|^{\alpha}(1 + \beta^2 \tan^2(\alpha \pi/2))} + \frac{\beta \tan(\alpha \pi/2)|\text{sgn}(\lambda)|}{|\lambda|^{\alpha}(1 + \beta^2 \tan^2(\alpha \pi/2))} \right)
\leq \frac{1}{c} \left( \frac{2(1 \wedge |\lambda|^2)}{|\lambda|^{\alpha}} + \frac{1 \wedge |\lambda|}{|\lambda|^{\alpha}} \right),
\]

Now, since \( 1 < \alpha < 2 \),

\[
\int_{\mathbb{R}} \frac{1 \wedge |\lambda|^2}{|\lambda|^{\alpha}} d\lambda = 2 \int_{0}^{\infty} \frac{1 \wedge \lambda^2}{\lambda^\alpha} d\lambda = \frac{4}{(3 - \alpha)(\alpha - 1)}
\]

and

\[
\int_{\mathbb{R}} \frac{1 \wedge |\lambda|}{|\lambda|^{\alpha}} d\lambda = 2 \int_{0}^{\infty} \frac{1 \wedge \lambda}{\lambda^\alpha} d\lambda = \frac{2}{(2 - \alpha)(\alpha - 1)}
\]

are finites. Thus, \( \textbf{H.4} \) is verified.

Next, we obtain (5.1). Since the function \( \text{sgn}(\lambda) \sin(\lambda x) \) as function of \( \lambda \) is even, we have

\[
\int_{-\infty}^{\infty} Re \left( \frac{1 - e^{\lambda x}}{\psi(\lambda)} \right) d\lambda = \frac{1}{c(1 + \beta^2 \tan^2(\alpha \pi/2))} \left( 2\pi h^*(x) + 2\beta \tan(\alpha \pi/2) \int_{0}^{\infty} \sin(\lambda x) \lambda \cos(\lambda x) \sin(\alpha \pi/2) \sinh(u) \alpha u \sin(u) \right),
\]

where \( h^*(x) \) is the function \( h \) obtained in the symmetric case (see example 1.1 in Yano, 2010), namely

\[
h^*(x) = \frac{\Gamma(2 - \alpha)}{\pi(\alpha - 1)} \sin(\alpha \pi/2)|x|^{\alpha - 1}.
\]

On the other hand, with the help of formula (14.18) of Lemma 14.11 in Sato (1999), we obtain

\[
\int_{0}^{\infty} \frac{\sin(\lambda x)}{\lambda^\alpha} d\lambda = \text{sgn}(x)|x|^{\alpha - 1} \int_{0}^{\infty} \frac{\sin u}{u^\alpha} du = -\frac{\Gamma(2 - \alpha)}{\alpha - 1} \cos(\alpha \pi/2) \text{sgn}(x)|x|^{\alpha - 1}.
\]

The latter equality implies (5.1).

For reference, we point out that similar calculations are performed in Kogan et al. (2011, Lemma 5.4) to determine \( u_{T_0}(x, y) := \mathbb{E}_x(L_{T_0}^y) \), where \( L_{T_0}^y \) is the local time at the point \( y \) for the process \( (X, \mathcal{P}_x) \). The function \( u_{T_0}(x, y) \) is related to \( h^* \) through the formula \( u_{T_0}(x, x) = \mathbb{E}_x(L_{T_0}^x) = \mathbb{E}(L_{T_{-x}}) = h^*(-x) = h^*(x) \).

Recall that \( L_{T_x} \) is an exponential random variable with parameter \( [h^*(x)]^{-1} \), then by (3.17), in the case when \( (X, \mathcal{P}) \) is an \( \alpha \)-stable process with \( \alpha \in (1, 2) \), \( L_{T_x} \) is an exponential random variable with parameter \( 1/[2K(\alpha)|x|^{\alpha - 1}] \).

As was mentioned in the above example, depending on if \( \beta = 1 \) or \( \beta = -1 \), the function \( h \) vanishes at some points different from zero. The case \( \beta = -1 \) corresponds to a spectrally negative \( \alpha \)-stable process. In the following example an expression for the function \( h \) is obtained for spectrally negative \( L \)évy processes satisfying the hypothesis \( \textbf{H1} \) and \( \textbf{H2} \). In Pardo et al. (2017+) is used this example to give a detailed description of the excursion measure away from zero for spectrally negative \( L \)évy processes.
Example 5.2. Let \((X, \mathbb{P})\) be a spectrally negative Lévy process, i.e., the Lévy measure of \((X, \mathbb{P})\) satisfies \(\pi(0, \infty) = 0\). Suppose that \textbf{H.1} and \textbf{H.2} hold. Let \(\Psi\) be the Laplace exponent of the process \((X, \mathbb{P})\), i.e.,

\[
\Psi(\lambda) = \log(\mathbb{E}[e^{\lambda X_1}]) = -\psi(-i\lambda)
\]

\[
= -a\lambda + \frac{\sigma^2}{2} \lambda^2 + \int_{(-\infty,0)} (e^{\lambda x} - 1 - \lambda x \mathbf{1}_{(x>1)}) \, \pi(dx).
\]

It is well known that \(\Psi'(0+) = \mathbb{E}(X_1) \in [-\infty, \infty)\) determines the long run behaviour of \(X\). To be precise, if \(\Psi'(0+) > 0\) then \(\lim_{t \to \infty} X_t = \infty\), if \(\Psi'(0+) < 0\) then \(\lim_{t \to \infty} X_t = -\infty\), while if \(\Psi'(0+) = 0\) the process \(X\) oscillates.

Now, for \(q \geq 0\), let \(\Phi(q)\) be the largest root of the equation \(\Psi(\lambda) = q\), i.e.,

\[
\Phi(q) = \sup\{\lambda \geq 0 : \Psi(\lambda) = q\}.
\]

For the spectrally negative Lévy processes \((X, \mathbb{P})\) with Laplace exponent \(\Psi\), we consider the \(q\)-scale functions \(\{W^{(q)}, q \geq 0\}\), the family of functions satisfying the following: for every \(q \geq 0\), \(W^{(q)}(x) = 0\), for \(x < 0\) and \(W^{(q)}(x) \geq 0\), for \(x \geq 0\). Furthermore, \(W^{(q)}\) is determined by its Laplace transform in the following way

\[
\int_0^\infty e^{-\theta x} W^{(q)}(x) \, dx = \frac{1}{\Psi(\theta) - q}, \quad \theta > \Phi(q).
\]

For a complete account on \(q\)-scale functions for spectrally negative Lévy processes see Cohen et al. (2012).

An important fact on spectrally Lévy processes is that the resolvent density, \(u_q\), can be written in terms of the \(q\)-scale function \(W^{(q)}\) as follows

\[
u_q(x) = \Phi'(q) e^{-\Phi(q)x} - W^{(q)}(-x), \quad q > 0, x \in \mathbb{R}.
\]

Furthermore, if \((X, \mathbb{P})\) has unbounded variation, \(W^{(q)}(0) = 0\), see Corollary 8.9 and Lemma 8.6 in Kyprianou (2006) for details. Now, Corollary 5 in Chapter VII in Bertoin (1996) ensures that under \textbf{H.1} and \textbf{H.2}, \(X\) has unbounded variation. The latter facts imply,

\[
h_q(x) = u_q(0) - u_q(-x) = \Phi'(q)(1 - e^{\Phi(q)x}) + W^{(q)}(x), \quad q > 0, x \in \mathbb{R}.
\]

Thus, letting \(q \to 0\), we obtain

\[
h(x) = \begin{cases} 
\frac{1}{\Psi'(\Phi(0) +)} (1 - e^{\Phi(0)x}) + W(x), & \text{if } \lim_{t \to \infty} X_t = -\infty, \\
\frac{-x}{\Psi'(\Phi(0) +)} + W(x), & \text{if } \limsup_{t \to \infty} X_t = -\liminf_{t \to \infty} X_t = \infty, \\
W(x), & \text{if } \lim_{t \to \infty} X_t = \infty,
\end{cases}
\]

where \(W = W^{(0)}\). So the function \(h\) on this setting can be defined only with the hypotheses \textbf{H.1} and \textbf{H.2}. Observe that when \(X\) oscillates and \(\Psi''(0+) = \infty\) we have \(h(x) = W(x)\) and hence \(h(x) = 0\) for \(x < 0\).
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