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Abstract. We prove a Central Limit Theorem for the finite dimensional distribu-
tions of the displacement for the 1-dimensional self-repelling diffusion which solves

dXt = dBt −
(

G′(Xt) +

∫ t

0

F ′(Xt −Xs)ds
)

dt,

where B is a real valued standard Brownian motion, G is an initial environment
and F (x) =

∑n
k=1 ak cos(kx) with n < ∞ and a1, · · · , an > 0. A 2-dimensional

extension is also discussed.
In dimension d ≥ 3, such a result has already been established by Horváth, Tóth

and Vetö in 2012 for a large class of interaction functions F , but not for d = 1, 2.
Under an integrability condition, Tarrès, Tóth and Valkó conjectured that a Central
Limit Theorem result should also hold in dimension d = 1.

1. Introduction

In this short note, our main goal is to prove the Central Limit Theorem (denoted
by CLT in the sequel) for the finite dimensional distribution of the displacement
for the one-dimensional self-repelling diffusion solving

dXt = dBt −
(

G′(Xt) +

∫ t

0

F ′(Xt −Xs)ds
)

dt, X0 = 0, (1.1)

where B is a real valued standard Brownian motion, G(x) =
∑n

k=1

(

uk cos(kx) +

vk sin(kx)
)

and F (x) =
∑n

k=1 ak cos(kx) with n < ∞ and a1, · · · , an > 0. The
function G provides the initial environment of the particle and F is the interaction
function.
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Roughly speaking, self-repelling diffusions (as considered here) are time con-
tinuous stochastic processes which solve an inhomogeneous stochastic differential
equation whose drift part is evolving in time according to the whole past history
of the process in such a way that it tends to push the diffusing particle away from
the most visited sites.

Under the assumptions made on F and G, the Law of Large Number has already
been established in Benäım and Gauthier (2017, Theorem 2 and Remark 1), namely

lim
t→∞

Xt

t
= 0 a.s.

A question that one may then ask is whether or not a CLT result holds. The
purpose of this note is to provide a positive answer to it (see Theorem 2.1).

The question whether or not a CLT result could be established for self-repelling
diffusions was first investigated in 2012 by Tarrès, Tóth and Valkó (Tarrès et al.,
2012, Theorem 2 and its remark) and shortly later Horváth, Tóth and Vetö were
able to prove in 2012 a full CLT result (Horváth et al., 2012, Theorem 2) in di-
mensions d ≥ 3. In both papers, the authors consider a self-repelling diffusion that
solves

dXt = dBt −
(

∇G(Xt) +

∫ t

0

∇F (Xt −Xs)ds
)

dt,

where F : Rd → R is a smooth spherically symmetric function with non-negative
Fourier transform and some additional technical assumptions that be found in the
respective papers.

Under those conditions, they proved that the process t 7→ ηt defined by

ηt(x) = ∇G(x +Xt) +

∫ t

0

∇F (x+Xt −Xs)ds

for x ∈ R
d is a Markov process with almost-surely continuous sample path in a

suitable chosen infinite dimensional function space and admits a Gaussian distri-
bution as stationary and ergodic distribution. This allowed the authors to prove
that a Law of Large Numbers for Xt holds.

The authors were also able to prove from the so-called Yaglom-reversibility and
H−1 estimates that

d ≤ lim inf
t→∞

E(|Xt|2) ≤ lim sup
t→∞

E(|Xt|2) ≤ d

∫

Rd

F̂ (p)

|p|2 dp.

When
∫

Rd

F̂ (p)

|p|2 dp < ∞,

a diffusive scaling, and eventually a CLT for Xt/
√
t is naturally expected. In di-

mension d ≥ 3, Horváth, Tóth and Vetö proved in Horváth et al. (2012) that
lim inft→∞ E(|Xt|2) = lim supt→∞ E(|Xt|2) and established the full CLT by check-
ing that the graded sector conditions held. This allowed them to use the Kipnis-
Varadhan’s CLT result for additive functionals.

Due to technical obstructions, they were not able to extend lower dimensions.
Therefore, in dimension d = 1, 2, the question of a CLT result remained open. The-
orem 2.1 below fills the gap for particular 1-dimensional cases, whereas Theorem 3.1
fills the gap for particular 2-dimensional cases.
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Before turning to the presentation of the result in dimension one, let us briefly
make a link between the positiveness condition of the Fourier transform of F and
the positiveness of the coefficients a1, · · · , an. Let b ∈ L1(R) ∩ C∞(R) be a fast
decaying function1 such that its Fourier transform is non-negative and let

ϕ2π(b)(x) =

∞
∑

n=−∞

b(x+ 2πn)

be the 2π−periodization transform of b. It is an exercise in Fourier analysis to show
that

ϕ2π(b)(x) =
1

2π

∑

k∈Z

b̂
( k

2π

)

eikx.

Because b is even, we have

ϕ2π(b)(x) =
b̂(0)

2π
+

1

π

∑

k>1

b̂
( k

2π

)

cos(kx).

The paper is organized as follows. In Section 2, we state the CLT result and
present the tools and concepts involved for the one-dimensional case and end the
section with the proof of the CLT. The two-dimensional case will be discussed in
Section 3. Because straightforward adaptations of the 1-dimensional case (but with
more cumbersome computations) gives the 2-dimensional case once the right change
of variable is made, we will only present the changes of variable that need to done
in order to be in the same framework as for the one dimensional case.

2. The one-dimensional case

The purpose of this section is to prove the following.

Theorem 2.1.

Let (Xt)t be the solution of (1.1). Then:

(1) σ2 := limt→∞
Eπ(X

2

t )
t exists and it satisfies

1 ≤ σ2 ≤ 1 + 2
(

n
∑

j=1

aj
j2

)

. (2.1)

(2) For any 0 < t1 < · · · < tn < ∞, we have

(

√
εXt1/ε

σ
, · · · ,

√
εXtn/ε

σ

)

ε→0
=⇒

(

Wt1 , · · · ,Wtn

)

(2.2)

under Pπ, where W is a real valued standard Brownian motion. Here π
is the probability measure over R

2n defined by (2.7) and =⇒ denotes the
convergence in distribution.

Following the same idea as in Benäım and Gauthier (2017), set Uj(t) = uj +
∫ t

0 cos(jXs)ds and Vj(t) = vj +
∫ t

0 sin(jXs)ds. With these new variables, we obtain

1A function b is said fast decaying if for any k ≥ 0, there exists ck > 0 such that for any x ∈ R,
|b(x)| ≤ ck/

(

1 + |x|k
)

.
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the following system














dXt = dBt +
∑n

j=1 jaj

(

sin(jXt)Uj(t)− cos(jXt)Vj(t)
)

dt

dUj(t) = cos(jXt)dt, j = 1, . . . , n.

dVj(t) = sin(jXt)dt, j = 1, . . . , n.

(2.3)

Since for all j = 1 · · · , n, the functions x 7→ cos(jx) and x 7→ sin(jx) are 2π-
periodic, we can replaceXt by Θt = Xt (mod 2π ) ∈ S1, where S1 = R/2πZ denotes
the 1-dimensional flat torus. This replacement allows us to use the framework from
Benäım and Gauthier (2017).

In order to shorten the notation, we let U(t) and V (t) denote the vectors

U(t) =
(

U1(t), · · · , Un(t)
)

and V (t) =
(

V1(t), · · · , Vn(t)
)

.

Summarizing the main results from Benäım and Gauthier (2017), we have

Theorem 2.2 (Theorem 5 and Theorem 6, Benäım and Gauthier, 2017). Let

(Pt)t>0 be the semi-group associated to the process
(

(Θt, U(t), V (t))
)

t≥0
and denote

by Pt((θ0, U(0), V (0)), dθdudv) its transition probability. Then

1) The unique invariant probability measure is

µ(dθdudv) = ν(dθ) ⊗ e−Φ(u,v)

C
dudv,

where Φ(u, v) = 1
2

∑n
k=1 akk

2(u2
k + v2k), C is a normalization constant and

ν(dθ) is the uniform probability measure on S1 = R/2πZ.
2) Let µt = L(Θt, U(t), V (t)) denote the law of (Θt, U(t), V (t)). Then for any

initial distribution µ0, µt converges to µ in total variation.
3) For every η > 0 and g ∈ L2(µ)

‖Ptg−
∫

g(θ, u, v)µ(dθdudv)‖L2(µ) 6
√

1 + 2η‖g−
∫

g(θ, u, v)µ(dθdudv)‖L2(µ)e
−λt,

where

λ =
η

1 + η

K1

1 +K2 +K3
,

with explicit constants K1,K2 and K3.

In this paper, we will adopt the same point of view as in Tarrès et al. (2012):
the environment seen from the particle. For that purpose, introduce the following
new variables

Cj(t) = Uj(t) cos(jXt) + Vj(t) sin(jXt) =
〈

(

Uj(t)
Vj(t)

)

,

(

cos(jXt)
sin(jXt)

)

〉

(2.4)

and

Sj(t) = sin(jXt)Uj(t)− cos(jXt)Vj(t) =
〈

(

Uj(t)
Vj(t)

)

,

(

sin(jXt)
− cos(jXt)

)

〉

. (2.5)

So, if we denote by ηt the potential viewed from the particle’s position, i.e

ηt(x) =

∫ t

0

F (x+Xt −Xs)ds+G(x+Xt),



CLT for one and two dimensional Self-Repelling Diffusions 695

then

ηt(x) =
n
∑

k=1

ak

(

Ck(t) cos(kx)− Sk(t) sin(kx)
)

.

Moreover, this allows us to rewrite Xt as

Xt = Bt +

∫ t

0

n
∑

k=1

kakSk(u)du = Bt −
∫ t

0

ϕ(η′u)du,

where ϕ : Ω → R is defined by ϕ(ω) = ω(0) and Ω is the vector space spanned by
the functions cos(kx) and sin(kx) for k = 0, 1, · · ·n.

Before diving into the technical results, let us introduce the following notation.
We denote by Tt the semigroup induced by the process

((C(t), S(t)))t>0 :=
(

(

C1(t), S1(t), · · · , Cn(t), Sn(t)
)

)

t>0

and by G its infinitesimal generator. For an operator R, we denote its domain by
D(R).

Given a probability measure π overR2n, we denote by L2(π) the space L2(R2n, π),

by
〈

., .
〉

L2(π)
the associated inner product and by

∥

∥

∥.
∥

∥

∥

L2(π)
the induced L2−norm.

The dynamic of ((C(t), S(t)))t>0 is described by applying Itô’s formula to (2.4)
and (2.5), which yields

d























C1(t)
S1(t)
C2(t)
S2(t)
...

Cn(t)
Sn(t)























=























−S1(t)
C1(t)

−2S2(t)
2C2(t)

...
−nSn(t)
nCn(t)























(

dBt +
(

n
∑

k=1

kakSk(t)
)

dt
)

− 1

2























C1(t)
S1(t)
4C2(t)
4S2(t)

...
n2Cn(t)
n2Sn(t)























dt+























1
0
1
0
...
1
0























dt.

(2.6)

Proposition 2.3.

(1) For any smooth function f having compact support, we have

Gf(c, s) =
1

2

n
∑

j=1

j2
(

s2j∂cjcjf + c2j∂sjsjf
)

−
n
∑

j=1

j2sjcj∂cjsjf

+
1

2

∑

k 6=j

jk
(

sjsk∂ckcjf + cjck∂sjskf
)

−
n
∑

k 6=j

jksjck∂cjskf

+
(

n
∑

k=1

kaksk

)

n
∑

j=1

j
(

− sj∂cjf + cj∂sjf
)

−1

2

n
∑

j=1

j2
(

cj∂cjf + sj∂sjf
)

+

n
∑

j=1

∂cjf.

(2) The process ((C(t), S(t)))t>0 admits a unique invariant probability measure
of the form

π(dcds) =
e−Φ(c,s)

C
dcds (2.7)
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where Φ(c, s) = 1
2

∑n
k=1 akk

2(c2k + s2k) and C is the normalizing constant.

(3) For any function f ∈ L2(π), we have

∥

∥

∥Ttf −
∫

R2n

f(c, s)π(dcds)
∥

∥

∥

L2(π)
≤

√
3
∥

∥

∥f −
∫

R2n

f(c, s)π(dcds)
∥

∥

∥

L2(π)
e−λt,

where λ = 1
2

K1

1+K2+K3

and the constants K1,K2 and K3 are those from
Theorem 2.2.

Proof :

(1) The result follows from (2.6), Itô’s formula and Revuz and Yor (1999,
Propositions VII.1.6 and VII.1.7).

(2) The fact that π(dcds) is an invariant probability measure follows from The-
orem 2.2 as well as from the equations (2.4) and (2.5). Indeed, for any
Aj ∈ B(R2), we have by rotation invariance of the Gaussian measure

π
(

A1 × · · · ×An

)

= P

(

(

Cj(t), Sj(t)
)

∈ Aj ∀j = 1, · · · , n
)

= P

(

(

Uj(t), Vj(t)
)

∈ Aj ∀j = 1, · · · , n
)

= P

(

Θt ∈ S
1,

(

Uj(t), Vj(t)
)

∈ Aj ∀j = 1, · · · , n
)

= µ
(

S
1 ×A1 × · · · ×An

)

Concerning the uniqueness, let ν be an invariant probability measure for
the process ((C(t), S(t)))t>0. Then define on S1 ×R

n ×R
n the probability

measure µ0(dθdudv) = δ0⊗ν(dudv) and sample (Θ0, U(0), V (0)) according
to µ0.

By Theorem 2.2, µt converges to µ in total variation. In particular the
marginal law of µt corresponding to (U(t), V (t)) converges to π. Thus
ν = π.

(3) Let f : Rn × R
n → R and define a function g : S1 × R

n × R
n → R by

g(θ, u, v) = f(c, s),

where the pairs (cj , sj) are defined as in (2.4) and (2.5). Since the evolution
of (C(t), S(t)) does not depend on the dynamic of Θt, we have

Ttf(c, s) = E

(

f(C(t), S(t)) | C(0) = c, S(0) = s
)

= E

(

f(C(t), S(t)) | Θ0 = θ, C(0) = c, S(0) = s
)

= E

(

f(C(t), S(t)) | Θ0 = θ, U(0) = u, V (0) = v
)

= E

(

g(Θt, U(t), V (t)) | Θ0 = θ, U(0) = u, V (0) = v
)

= Ptg(θ, u, v),

where the pairs (uk, vk) are such that ck = uk cos(kθ) + vk sin(kθ) and
sk = uk sin(kθ)− vk cos(kθ).

The statement follows then from Theorem 2.2 with η = 1.

�
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Proposition 2.4. Let K,A be the operators defined on smooth functions f with
compact support by

Kf(c, s) =
1

2

n
∑

j=1

j2
(

s2j∂cjcjf + c2j∂sjsjf
)

−
n
∑

j=1

j2sjcj∂cjsjf

+
1

2

∑

k 6=j

jk
(

sjsk∂ckcjf + cjck∂sjskf
)

−
n
∑

k 6=j

jksjck∂cjskf

−1

2

n
∑

j=1

j2
(

cj∂cjf + sj∂sjf
)

(2.8)

and

Af(c, s) =
(

n
∑

k=1

kaksk

)

n
∑

j=1

j
(

− sj∂cjf + cj∂sjf
)

+

n
∑

j=1

∂cjf. (2.9)

Then K is symmetric over L2(π), while the operator A is skew-symmetric.

Proof : Let j ∈ {1, · · · , n} and let f, g be smooth functions with compact support.
Then, integrations by parts yield

1

2

∫

j2
(

s2j∂cjcjf + c2j∂sjsjf
)

gdπ −
∫

j2sjcj∂cjsjfgdπ

=
1

2

∫

j2
(

s2j∂cjcjf + c2j∂sjsjf
)

gdπ −
∫

j2sjcj∂cjsjfgdπ

+
1

2

∫

j4aj(c
2
j + s2j)fgdπ −

∫

j2(cj∂cjg + sj∂sjg)fdπ −
∫

j2fgdπ, (2.10)

1

2

∫

j2(cj∂cjf + sj∂sjf)gdπ = −1

2

∫

j2(cj∂cjg + sj∂sjg)fdπ −
∫

j2fgdπ

+
1

2

∫

j4a2j (c
2
j + s2j)fgdπ , (2.11)

∫

∂cjfgdπ = −
∫

∂cjgfdπ +

∫

j2ajcjfgdπ (2.12)

and

∫

j2aj(−s2j∂cjf + sjcj∂sjf)gdπ =−
∫

j2aj(−s2j∂cjg + sjcj∂sjg)fdπ

−
∫

ajj
2cjfgdπ

(2.13)

For k 6= j, we have

∫

jkak(−sjsk∂cjf + skcj∂sjf)gdπ = −
∫

j2aj(−s2j∂cjg + sjcj∂sjg)fdπ (2.14)
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and

1

2

∫

jk(sjsk∂cjckf + cjck∂sjskf)gdπ −
∫

jksjck∂cjskfgdπ

=
1

2

∫

jk(sjsk∂cjckf + cjck∂sjskg)fdπ −
∫

jksjck∂cjskfgdπ

+
1

2

∫

jk3akcksjsk∂cjgfdπ − 1

2

∫

kj3ajcjsksj∂ckgfdπ

+
1

2

∫

kj3ajsjckcj∂skgfdπ − 1

2

∫

jk3akskcjck∂sjgfdπ (2.15)

Hence

∑

k 6=j

1

2

∫

jk(sjsk∂cjckf + cjck∂sjskf)gdπ −
∫

jksjck∂cjskfgdπ

=
∑

k 6=j

1

2

∫

jk(sjsk∂cjckg + cjck∂sjskg)fdπ −
∫

jksjck∂cjskgfdπ (2.16)

The symmetry of K follows (2.10), (2.11) and (2.16) while the skew-symmetry of
A is a consequence of (2.12), (2.13) and (2.14). �

As a consequence, we obtain the following Yaglom-reversibility result.

Proposition 2.5. For any smooth functions f , we have G∗f(c, s) = JGJf(c, s),
where G∗ is the adjoint operator of G in L2(π) and J is the operator defined by
Jf(c, s) = f(−c,−s).

In particular, the time-reversed and flipped process
(

(C̃(t), S̃(t)
)

t≥0
has the same

distribution as
(

(C(t), S(t)
)

t≥0
, where C̃(t) = −C(−t) and S̃(t) = −S(−t).

Proof : By Proposition 2.4, it suffices to show that JKJ = K and JAJ = −A.
By Definition of J , we have ∂cj (Jf)(c, s) = −(∂cjf)(−c,−s), ∂sj (Jf)(c, s) =
−(∂sjf)(−c,−s), ∂cjck(Jf)(c, s) = (∂cjcjf)(−c,−s), ∂sjsk(Jf)(c, s) =
(∂cjcjf)(−c,−s) and ∂cjsk(Jf)(c, s) = (∂cjskf)(−c,−s).

Therefore, from (2.8) and (2.9), we get JKJf = Kf and JAJf = −Af . �

We are now in position to prove Theorem 2.1.

Proof of Theorem 2.1:
Throughout the proof, we let g, h : Rn → R denote the functions defined by

g(c, s) =

n
∑

k=1

kaksk and h(c, s) =

n
∑

k=1

akck.
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By Proposition 2.5 and the arguments of Tarrès et al. (2012, Section 3), Bt and
∫ t

0

∑n
k=1 kakSk(u)du are uncorrelated. Thus

Eπ(X
2
t ) = t+ Eπ

(

(

∫ t

0

n
∑

k=1

kakSk(u)du
)2
)

(2.17)

= t+ 2

∫ t

0

(t− u)Eπ

(

(

n
∑

k=1

kakSk(u)du
)(

n
∑

k=1

kakSk(0)
)

)

du.

= t+ 2

∫ t

0

(t− u)
〈

Tug, g
〉

L2(π)
du. (2.18)

By the Cauchy-Schwarz inequality and the third part of Proposition 2.3,
〈

Tug, g
〉

L2(π)
decreases exponentially fast to 0. Hence

∫∞

0

〈

Tug, g
〉

L2(π)
du exists

and, therefore, it yields

lim
t→∞

Eπ(X
2
t )

t
= 1 +

∫ ∞

0

〈

Tug, g
〉

L2(π)
du := σ2. (2.19)

Now that the existence of σ2 is established, let us prove the bounds in (2.1). The
lower bound is trivial since it follows from (2.17). In order to establish the upper
bound, we follow the arguments presented in Olla (2001) based on the Kipnis-
Varadhan’s CLT theorem.

By Proposition 2.4, we have for any smooth function f having compact support

〈

Gf, f
〉

L2(π)
=

〈

Kf, f
〉

L2(π)
= −1

2

∫

(

n
∑

j=1

j(sj∂cjf − cj∂sjf)
)2

dπ. (2.20)

Hence, using the notation of Olla (2001), we have
〈

Gf, f
〉

L2(π)
= −‖f‖21. (2.21)

Because
∫

h(c, s)
(

∑

j=1

jsj∂cjf − jcj∂sjf
)

dπ =

∫

(

n
∑

j=1

jsj∂cjh− jcj∂sjh
)

fdπ

=

∫

gfdπ (2.22)

it follows from the Cauchy-Schwarz inequality that

∣

∣

∫

gfdπ
∣

∣ ≤ ‖h‖L2(π)‖f‖1. (2.23)

Hence, with the notation of Olla (2001),

‖g‖−1 ≤ ‖h‖L2(π) =

√

√

√

√

n
∑

j=1

aj
j2

. (2.24)

Thus, the upper bound comes from Eq. (2.1.7) in Olla (2001).

The second part of the Theorem is immediate due to the third part of Proposi-
tion (2.3).
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3. The two-dimensional case

The purpose of this section is to provide an extension to the two-dimensional
case. More precisely, let X(t) = (X1(t), X2(t)) be the solution of the self-repelling
diffusion

dX(t) = dB(t) −
(

∇G(X(t)) +

∫ t

0

∇F (X(t)−X(s))ds
)

dt, (3.1)

where B is a two-dimensional standard Brownian motion, F is the interaction
potential defined by

F (x1, x2) =

n
∑

k,ℓ=1

aℓ,k cos(ℓx1) cos(kx2)

and G is the initial potential defined by

G(x1, x2) =

n
∑

k,ℓ=1

(

uℓ,k
1 cos(ℓx1) cos(kx2) + uℓ,k

2 cos(ℓx1) sin(kx2)
)

+

n
∑

k,ℓ=1

(

uℓ,k
3 sin(ℓx1) cos(kx2) + uℓ,k

4 sin(ℓx1) sin(kx2)
)

.

The result is then the following.

Theorem 3.1.

Let (Xt)t be the solution of (3.1). Then:

(1) σ2 := limt→∞
Eπ(|Xt|

2)
t exists

(2) For any 0 < t1 < · · · < tn < ∞, we have

(

√
εXt1/ε

σ
, · · · ,

√
εXtn/ε

σ

)

ε→0
=⇒

(

Wt1 , · · · ,Wtn

)

(3.2)

under Pπ, where W is a two-dimensional standard Brownian motion.

The proof exactly the same way as for the one-dimensional case, though the
computations are much more cumbersome. Therefore, we only present the initial
steps.

As for the one-dimensional case, we introduce the following variables

U ℓ,k
1 (t) = uℓ,k

1 +

∫ t

0

cos(ℓX1(s)) cos(kX2(s))ds,

U ℓ,k
2 (t) = uℓ,k

2 +

∫ t

0

cos(ℓX1(s)) sin(kX2(s))ds,

U ℓ,k
3 (t) = uℓ,k

3 +

∫ t

0

sin(ℓX1(s)) cos(kX2(s))ds,

U ℓ,k
4 (t) = uℓ,k

4 +

∫ t

0

sin(ℓX1(s)) sin(kX2(s))ds.



CLT for one and two dimensional Self-Repelling Diffusions 701

These variables allow us to extend (3.1) into the following standard stochastic
differential equation







































































































































dX1(t) = dB1(t)

+

n
∑

ℓ,k=1

ℓaℓ,k

(

sin(ℓX1(t)) cos(kX2(t))U
ℓ,k
1 (t)− cos(ℓX1(t)) cos(kX2(t))U

ℓ,k
3 (t)

)

dt

+

n
∑

ℓ,k=1

ℓaℓ,k

(

sin(ℓX1(t)) sin(kX2(t))U
ℓ,k
2 (t)− cos(ℓX1(t)) sin(kX2(t))U

ℓ,k
4 (t)

)

dt

dX2(t) = dB2(t)

+

n
∑

ℓ,k=1

kaℓ,k

(

cos(ℓX1(t)) sin(kX2(t))U
ℓ,k
1 (t)− cos(ℓX1(t)) cos(kX2(t))U

ℓ,k
2 (t)

)

dt

+
n
∑

ℓ,k=1

kaℓ,k

(

sin(ℓX1(t)) sin(kX2(t))U
ℓ,k
3 (t)− sin(ℓX1(t)) cos(kX2(t))U

ℓ,k
4 (t)

)

dt

dU ℓ,k
1 (t) = cos(ℓX1(t)) cos(kX2(t))dt, ℓ, k = 1, . . . , n.

dU ℓ,k
2 (t) = cos(ℓX1(t)) sin(kX2(t))dt, ℓ, k = 1, . . . , n.

dU ℓ,k
3 (t) = sin(ℓX1(t)) cos(kX2(t))dt, ℓ, k = 1, . . . , n.

dU ℓ,k
4 (t) = sin(ℓX1(t)) sin(kX2(t))dt, ℓ, k = 1, . . . , n.

(3.3)
Adopting the point of view of the particle as in Section 2 (see also Horváth et al.,
2012) brings us to introduce the following variables.

Cℓ,k
1 (t) = cos(ℓX1(t)) cos(kX2(t))U

ℓ,k
1 (t) + sin(ℓX1(t)) cos(kX2(t))U

ℓ,k
3 (t)

+ cos(ℓX1(t)) sin(kX2(t))U
ℓ,k
2 (t) + sin(ℓX1(t)) sin(kX2(t))U

ℓ,k
4 (t)

Sℓ,k
1 (t) = sin(ℓX1(t)) cos(kX2(t))U

ℓ,k
1 (t)− cos(ℓX1(t)) cos(kX2(t))U

ℓ,k
3 (t)

+ sin(ℓX1(t)) sin(kX2(t))U
ℓ,k
2 (t)− cos(ℓX1(t)) sin(kX2(t))U

ℓ,k
4 (t)

Cℓ,k
2 (t) = − sin(ℓX1(t)) sin(kX2(t))U

ℓ,k
1 (t) + sin(ℓX1(t)) cos(kX2(t))U

ℓ,k
2 (t)

+ cos(ℓX1(t)) sin(kX2(t))U
ℓ,k
3 (t)− cos(ℓX1(t)) cos(kX2(t))U

ℓ,k
4 (t)

Sℓ,k
2 (t) = cos(ℓX1(t)) sin(kX2(t))U

ℓ,k
1 (t)− cos(ℓX1(t)) cos(kX2(t))U

ℓ,k
2 (t)

+ sin(ℓX1(t)) sin(kX2(t))U
ℓ,k
3 (t)− sin(ℓX1(t)) cos(kX2(t))U

ℓ,k
4 (t).

So, if we denote by ηt the potential viewed from the particle’s position, i.e

ηt(x) =

∫ t

0

F (x+Xt −Xs)ds+G(x+Xt),



702 Carl-Erik Gauthier

then

ηt(x) =
n
∑

ℓ,k=1

aℓ,k

(

cos(ℓx1) cos(kx2)C
ℓ,k
1 (t)− sin(ℓx1) sin(kx2)C

ℓ,k
2 (t))

)

−
n
∑

ℓ,k=1

aℓ,k

(

sin(ℓx1) cos(kx2)S
ℓ,k
1 (t) + cos(ℓx1) sin(kx2)S

ℓ,k
2 (t)

)

and

dX(t) = dBt −
∫ t

0

∇ηs(0)ds.

Finally, observe that those new variables solves the following stochastic differential
equation

d











Cℓ,k
1 (t)

Sℓ,k
1 (t)

Cℓ,k
2 (t)

Sℓ,k
2 (t)











= ℓ











−Sℓ,k
1 (t)

Cℓ,k
1 (t)

−Sℓ,k
2 (t)

Cℓ,k
2 (t)











(

dB1(t) +
(

n
∑

p,j=1

pap,jS
p,j
1 (t)

)

dt
)

(3.4)

+ k











−Sℓ,k
2 (t)

Cℓ,k
2 (t)

−Sℓ,k
1 (t)

Cℓ,k
1 (t)











(

dB2(t) +
(

n
∑

p,j=1

jap,jS
p,j
2 (t)

)

dt
)

− ℓ2 + k2

2











Cℓ,k
1 (t)

Sℓ,k
1 (t)

Cℓ,k
2 (t)

Sℓ,k
2 (t)











dt+









1
0
1
0









dt

and that

Cℓ,k
1 (t)2+Cℓ,k

2 (t)2+Sℓ,k
1 (t)2+Sℓ,k

2 (t)2 = U ℓ,k
1 (t)2+U ℓ,k

2 (t)2+V ℓ,k
1 (t)2+V ℓ,k

2 (t)2.

Now that the variables describing the environment viewed from the particle’s
framework are introduced, it suffices the steps from Section 2 since Theorem 2.2
admits a 2-dimensional version. Therefore, we will not repeat them.
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I. Horváth, B. Tóth and B. Vető. Diffusive limits for “true” (or myopic) self-avoiding
random walks and self-repellent Brownian polymers in d ≥ 3. Probab. Theory
Related Fields 153 (3-4), 691–726 (2012). MR2948690.

http://www.ams.org/mathscinet-getitem?mr=MR3704766
http://www.ams.org/mathscinet-getitem?mr=MR2948690


CLT for one and two dimensional Self-Repelling Diffusions 703

S. Olla. Central limit theorems for tagged particles and for diffusions in random
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