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Abstract. We present an analogue of the classical Law of Small Numbers, formu-
lated for the notion of bm-independence, where the random variables are indexed
by elements of positive symmetric cones in Euclidean spaces, including Rd+, the
Lorentz cone in Minkowski spacetime and positive definite real symmetric matri-
ces. The geometry of the cones plays a significant role in the study as well as the
combinatorics of bm-ordered partitions.

1. Introduction

The main objects of study in this paper is the Law of Small Numbers for bm-
independent random variables, indexed by partially ordered sets (Wysoczański,
2007, 2008, 2010).

Noncommutative probability grew out of free group properties. Around 1983
Voiculescu (1985, 1986, 1995) invented free probability based on new notion of
independence named free independence (or freeness, for short). The condition for
freeness appeared also in the work of Avitzour (1982) on spatial free product of
algebras. We recommend Voiculescu et al. (1992) as the basic source of the free
probability theory. In 1998 Muraki invented his notion of monotonic independence
(Muraki, 2001, 2002), which established a framework for the monotonic probability.
Earlier, conditions for the notion of boolean independence appeared in the works of
Bożejko (1986), von Waldenfels (1978), Speicher and Woroudi (1997), Ben Ghorbal
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and Schürmann (2004), allowing a development of the boolean probability. In fact,
the construction of boolean independent operators and of the boolean product
of representations appeared in Bożejko’s paper (Bożejko, 1987) under the name
regular free product, where he proved that it preserves uniform boundedness of
representations.

Moreover, classifications of the universal notions of independence have been es-
tablished by Speicher (1997b), Ben Ghorbal and Schürmann (2002), Muraki (2002),
Lenczewski (1998), which exhibited that, under some universal conditions, there are
only five such notions: the tensor independence (i.e. the classical one), the free in-
dependence of Voiculescu, the monotonic and the anti-monotonic independences of
Muraki and the boolean independence.

However, outside the universal framework there is a variety of other notions
of independence for noncommuting random variables, including mixtures of the
above universal ones. In particular, there is conditional freeness introduced by
Bożejko et al. (1996) and q-independence which appeared in the context of the q-
deformation defined by Bożejko et al. (1997). The notion of orthogonal independence
was introduced by Lenczewski (2007). Młotkowski defined Λ-boolean independence
(Młotkowski, 2004b) and Λ-free independence (Młotkowski, 2004a), studied also in
Speicher and Wysoczański (2016), which are mixtures of classical and boolean/free
independences. The mixture of boolean and free independences (bf-independence)
was introduced by Kula and the second-named author (Kula and Wysoczański,
2013). Other generalizations of boolean and monotone independences can be found
in Hasebe (2011b,a).

The boolean-monotone independence (bm-independence for short) has been in-
troduced by the second-named author (Wysoczański, 2007, 2008, 2010). The idea
of this notion was born in the construction of weakly monotonic Fock space, which
appeared in Wysoczański (2005) as a model of the monotone independence (for
the explanation of the motivation of this construction we refer the reader to the
Introduction in Wysoczański (2007), where the influence of Belavkin (1984, 1985) is
indicated). In fact, it turned out to be a special case of a more general construction
of Fock spaces deformed by a Yang-Baxter-Hecke operators, described by Bożejko
(2012), which, in turn, was based on the Pusz-Woronowicz construction of twisted
commutation relations (Pusz and Woronowicz, 1989).

In general, it was an attempt to generalize Muraki’s monotonic independence
to random variables indexed by posets. Similar ideas motivated the construction
of bf-independence (Kula and Wysoczański, 2013). Recently Jekel and Liu (2020)
used the operad framework to show that for any poset one can define independence,
which can be expressed in terms of boolean and orthogonal ones.

Several studies were devoted to interpolations between various notions of inde-
pendence (cf. Bożejko et al., 1997; Lenczewski and Sałapata, 2006; Proskurin and
Iksanov, 2003; Młotkowski, 2004b; Franz, 2003; Bożejko et al., 2006; Wojakowski,
2007). Some others have been devoted to deformations of related convolutions, in
particular the t-deformation introduced in Bożejko and Wysoczański (1998) and
studied in Bożejko and Wysoczański (2001); Wojakowski (2007).

As for classical independence, for each notion of noncommutative independence,
one defines a convolution of measures as the distribution of the sum of two indepen-
dent random variables. In this way one obtains convolutions of probability measures
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called free, conditionally free, monotone, boolean, orthogonal and q-deformed con-
volutions. On the other hand, for bm- or bf-independences, two random variables
are either boolean independent or free/monotone independent, hence there is no
simple way to define related convolution. A procedure to do this is presented in
Jekel and Liu (2020), where it is shown that for a tuple of random variables, in-
dexed by a finite poset, one can define the distribution of their sum in terms of the
boolean and orthogonal convolutions of their individual distributions.

Within these noncommutative frameworks, especially the one involving freeness,
but in part also in the monotonic and boolean cases, analogues of a large part of
the classical probability results have been proved, starting from analogues of the
Central Limit Theorem (CLT). In the case of freeness it was first shown in Bożejko’s
study (Bożejko, 1975) of free groups, then by Voiculescu (1985) in the general free
setting, and this appeared to be the Wigner semicircle law. A short proof of the free
CLT in relation with free Khintchine inequality was also given by Buchholz (1999).
The monotonic analogue has been obtained by Muraki (2001) and Lu (1997) and it
appeared to be the arcsine law. For the boolean case the analogue of the classical
CLT is just the Bernoulli distribution. For the Λ-free independence and Λ-boolean
independence analogues of classical CLT were obtained by Młotkowski (2004a,b).

Many more classical properties have been studied in the noncommutative context
(cf. Arizmendi and Hasebe, 2013; Bożejko et al., 2018; Lenczewski and Sałapata,
2006; Liu, 2018). Moreover, several noncommutative results have been extended to
operator valued distributions (cf. Speicher, 1998; Belinschi et al., 2013; Hasebe and
Saigo, 2014; Speicher, 1997a; Popa, 2008; Anshelevich and Williams, 2016). More
information can be found in Nica and Speicher (2006); Hiai and Petz (2000); Hora
and Obata (2007).

On the other hand, more challenging then CLT happend to be the noncommu-
tative analogues of the classical Law of Small Numbers (LSN). This comes from
the fact that an additional intensity parameter appears. The generalizations of this
limit theorem to noncommutative settings have been obtained by Speicher (1990)
for free independence, by Bożejko et al. (1996) for conditionally free independence
and by Muraki (2001) for monotone independence. For the study of the related free
Poisson processes we refer the reader to Anshelevich (2000).

The basic formulation of the classical Law of Small Numbers can be stated as
follows. Consider a sequence 0 ≤ λN ≤ 1 with limN→∞ λN = λ and let δk be the
Dirac measure at k ∈ N. Then, for the discrete measures bN := (1− λN

N )δ0 + λN

N δ1,
the limit as N →∞ of the N -fold (classical) convolution

bN ∗ · · · ∗ bN︸ ︷︷ ︸
N times

=

N∑
k=0

(
N

k

)(
1− λN

N

)N−k (
λN
N

)k
δk (1.1)

is the Poisson measure pλ := e−λ
∑∞
k=0

λk

k! δk with intensity λ > 0.
The classical, free and monotone Laws of Small Numbers can be formulated more

generally as a limit theorem for arrays of random variables. In the noncommutative
situation classical independence is replaced by an appropriate noncommutative one.

A noncommutative probability space is a pair (A, ϕ), where A is a unital
∗-algebra and ϕ is a state on A (i.e. a normalized positive functional ϕ : A → C).
For noncommutative limit theorems the convergence is considered as the conver-
gence in moments with respect to ϕ.
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The reformulation of the classical, free and monotone Laws of Small Numbers
is as follows. Assume we are given an array {Xn

j : 1 ≤ j ≤ N,with j,N ∈ N}
consisting of (classical or noncommutative) random variables, with the following
properties:

(1) for each N ∈ N, the random variables {XN
j : 1 ≤ j ≤ N} are identically

distributed and (classically, freely or monotonically) independent,
(2) there exists λ ∈ (0, 1) such that limN→∞Nϕ((XN

j )r) = λ, for all j, r ∈ N.

Then the partial sums SN :=
∑N
j=1X

N
j converge (in moments) to a probability

measure, whose moments (mr)r≥0 are described by

lim
N→∞

ϕ [(SN )
r
] = mr =

∑
π∈Part(r)

V (λ, π) (1.2)

where (cf. Hasebe and Saigo, 2011 Section 6.):

(1) For classical independence, Part(r) is the set P(r) of all partitions of
{1, 2, . . . , r} with V (λ, π) = λb(π) and b(π) is the number of blocks of a
partition π,

(2) For free independence, Part(r) is the set NC(r) of all non-crossing parti-
tions of {1, 2, . . . , r} with V (λ, π) = λb(π),

(3) For monotonic independence, Part(r) is the set NC(r) of all non-crossing
partitions of {1, 2, . . . , r} and V (λ, π) counts approximately, as N → ∞,
the ratio of the number of all monotonic labellings of blocks of π ∈ NC(r)
with numbers {1, 2, . . . , N} by N b(π).

For free independence, the limit distribution is called the free Poisson measure and
it is the Marchenko-Pastur law, whereas for monotonic independence the monotone
Poisson measure has not been identified explicitly, even though formulas for its
moments are known. In all these (classical and noncommutative) formulations the
random variables are indexed by the totally ordered set of positive integers N. In our
study we consider noncommutative random variables which are indexed by a par-
tially ordered set and satisfy the notion of independence called the bm-independence
(details are described in the following subsection). The notion of bm-independence
combines two universal noncommutative notions of independence: the monotonic
independence (Muraki, 2001) and the boolean independence (Bożejko, 1986; Speicher
and Woroudi, 1997). Roughly speaking, if the index set has at least two elements,
then random variables indexed by incomparable elements are boolean independent,
and those indexed by totally ordered elements are monotone independent.

Our main results, the bm-Laws of Small Numbers (bm-LSN for short), will be
limit type theorems naturally associated with some partially ordered sets. The
formulation of these results requires several introductory explanations. In general, a
partial order can be naturally defined on each (real or complex) vector space X with
a positive cone Π ⊂ X (i.e. a subset closed under sums of vectors and multiplication
by positive reals). Given such positive cone, one defines the partial order � on X
by putting u � v if v−u ∈ Π, for u, v ∈ X . Recall, that for a poset (X ,�) and two
elements ξ � η ∈ X one defines interval [ξ, η] := {ρ ∈ X : ξ � ρ � η} (with the use
of strict relation ≺ for open/half open intervals). The specific feature of a partial
order is that some elements u, v ∈ X are incomparable, i.e. neither u � v nor v � u
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(which we will denote by writing u � v). We will be interested in the following
partial orders, which are defined by positive cones Π in Euclidean spaces X :

(1) Π = Rd+ in X = Rd; then (aa, . . . , ad) � (b1, . . . , bd) if aj ≤ bj for all
1 ≤ j ≤ d.

(2) The Lorentz light cones Π = Λ1
d in (d+1)−dimensional Minkowski’s space-

time X = R+×Rd. In this case ξ := (t;x) ∈ Λ1
d if t ∈ R+, x = (x1, . . . , xd) ∈

Rd and t > ‖x‖ =
√
x2

1 + · · ·+ x2
d; moreover, the partial order is given by

(t;x) � (s; y) if s− t > ‖y − x‖, i.e. (s; y) lies in the future cone of (t;x).
(3) Π = Symm+

d (R) is the cone of real symmetric positive definite matrices in
X = Md(R); then the partial order is defined as ξ � ρ if ρ− ξ ∈ Symm+

d (R)
for ξ, ρ ∈Md(R).

In this paper we will consider only these three types of positive cones. They form
an important subclass of the positive symmetric cones (for the classification and
properties of which we refer to Faraut and Korányi, 1994). These positive symmetric
cones have nice geometric structure and can be embedded in Rm, for some (minimal)
m ∈ N. In particular, there are formulas for the volumes of intervals, which are
crucial in our bm-LSN. Our proof uses also the volume characteristics of these
positive symmetric cones, the notion introduced in Kula and Wysoczański (2010).

Theorem 1.1 (Volume characteristic, Kula and Wysoczański, 2010). For each of
the aforementioned positive symmetric cones Π there exists a sequence
(γn(Π))n≥1 such that for any ξ ∈ Π and any n ∈ N

γn(Π) =
1

v(ξ)n

∫
ρ∈[0,ξ]

v(ρ)n−1d(ρ),

where v(ξ) denotes the Euclidean volume of the interval [0, ξ] ⊂ Π ⊂ Rm and d(ρ)
is the Lebesgue measure on Rm (the dimension m is minimal for the embedding
Π ⊂ Rm).

Thus, the sequence (γn(Π))n≥0 constitutes a geometric invariant of the cone Π.
In what follows we will simply write γn for γn(Π) if the positive cone Π is fixed.

Remark 1.2. The volume characteristic sequence appears as the generalization of
the following property of the positive real half-line:

1

tn

∫ t

0

sn−1 ds =
1

n
= γn(R+)

as v([0, s]) = s for s > 0.

Example 1.3. For the reader’s convenience we present some of these volume cha-
racteristic sequences (see Kula and Wysoczański, 2010 Corollary 4), of which we
will make use in the presentation of Examples 4.2

(1) For Π = Rd we have γn = n−d.
(2) For Π = Λ1

1 we have γn = n−2.

(3) For Π = Λ1
2 and Π = Symm+

2 (R) we have γn =
24

3n(3n− 1)(3n+ 1)
.

(4) For Π = Λ1
3 we have γn =

6

2n2(2n− 1)(2n+ 1)
.

Several modifications have to be made to the statement of the law of small
numbers when we consider random variables indexed by a partially ordered set. As
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we replace the real numbers R by a partially ordered set (X ,�), the positive reals
R+ are replaced by a positive cone Π ⊂ X .

The first problem is the range of summation for the partial sums, and this is
solved by considering intervals. Namely, the partial sum SN =

∑N
j=0X

N
j can

be rewritten as
∑
j∈[0,N ]∩NX

N
j , which shows that the summation is over a finite

discrete subset [0, N ] ∩ N of an interval [0, N ] ⊂ R+ in the cone of positive re-
als. In general, an interval [0, ξ] ⊂ Π is infinite (uncountable, like a real interval
[0, N ] ⊂ R+), so it is necessary to find a proper discrete subset I ⊂ Π in the positive
cone, which would play the role of positive integers N ⊂ R+ and make the intervals
[0, ξ] ∩ I finite, for all ξ ∈ Π.

The second problem is to define I ⊂ Π such that the cardinality of the finite
intersection |[0, ξ] ∩ I| approximates the volume v(ξ) of the interval [0, ξ] ∈ Π. For
this purpose we give the following definition.

Definition 1.4. Let I denote the following discrete subsets in the positive sym-
metric cones:

(1) I := Nd if Π = Rd+,
(2) I := N× Zd if Π = Λ1

d is the Lorentz cone,
(3) I := Symm+

d (Z) if Π = Symm+
d (R) ⊂Md(R).

In particular, the set I has a finite intersection with any interval [ρ, η] ⊂ Π and for
this intersection we will use the notation [ρ, η]I := [ρ, η] ∩ I. Therefore, eventually
the summation

∑N
j=0X

N
j =

∑
j∈[0,N ]∩NX

N
j is replaced by the finite summation∑

ρ∈[0,ξ]I
Xξ
ρ .

The third problem is to give a proper meaning to the convergence ξ→∞ for
ξ ∈ X and this requires an additional structure on X . In the classical case, N →∞
is equivalent to v(N) = vol([0, N ]) → ∞, so the natural choice would be that
v(ξ) → ∞. This is necessary but not sufficient for our method of proof. That is
why we define the following.

Definition 1.5. For ξ ∈ Π, we define the convergence ξ Π→ ∞ depending on the
positive cone under consideration:

(1) if ξ := (a1, . . . , ad) ∈ Π = Rd+, then ξ
Π→∞ if aj →∞ for all 1 ≤ j ≤ d,

(2) if ξ := (t;x) ∈ Π = R+ × Rd = Λ1
d is in the respective Lorentz cone, then

ξ
Π→∞ if t− ‖x‖ → ∞,

(3) if ξ ∈ Π = Symm+
d (R) ⊂ Md(R) and 0 < λ1 ≤ · · · ≤ λd are the eigenvalues

of ξ, then ξ Π→∞ if λ1 →∞.

Remark 1.6. The conditions for ξ Π→ ∞ guarantee that v(ξ) := vol[0, ξ] → ∞
as ξ Π→ ∞. This follows from the following formulas for the volumes of intervals
[0, ξ] ⊂ Π (c.f. Faraut and Korányi, 1994):

(1) v(ξ) =

d∏
j=1

aj if ξ := (a1, . . . , ad) ∈ Π = Rd+,

(2) v(ξ) = αd(t
2 − ‖x‖2)

d+1
2 for some constant αd, if ξ := (t;x) ∈ Π = Λ1

d,
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(3) v(ξ) = βd

( d∏
j=1

λj

) d+1
2

= βd [det(ξ)]
d+1

2 for some constant βd, if (λ1, . . . , λd)

are the eigenvalues of ξ ∈ Π = Symm+
d (R) ⊂Md(R).

Remark 1.7. On the other hand, the condition v(ξ) → ∞ is not equivalent to
ξ

Π→ ∞, as one can see by taking ξn =
(
n2, 1

n

)
∈ R2

+. Then v(ξn) = n → ∞, but

not ξ Π→∞.

We will also need the following definition of a limit of a function f(ξ) as ξ Π→∞.

Definition 1.8. For a function f : Π 7→ R we will write lim
ξ

Π−→∞
f(ξ) = α if for each

ε > 0 there exists µ ∈ Π such that for every ξ ∈ Π if µ � ξ then |f(ξ)− α| < ε.

The fourth (more technical) problem is the normalization factor: in the above
formulation of the bm-LSN, the factor N in the condition lim

N→∞
N · ϕ((XN

j )r) = λ

must be replaced by one suitable for considered positive symmetric cones. One nat-
ural choice would be the number #[0, ξ]I of elements in [0, ξ]. But this is asymp-
totically the same as the volume v(ξ), and thus we will write the condition as
lim
ξ

Π→∞
v(ξ) ·ϕ((Xξ

ρ)r) = λ (for each ρ ∈ [0, ξ]I and each r ∈ N). However, it turns out

that in fact we will need this convergence to be controlled uniformly on intervals
[0, ξ].

The fifth change is that we consider the (noncommutative) notion of bm-
independence instead of the classical one. It differs from other noncommutative
independences in that it concerns random variables indexed by arbitrary partially
ordered set instead of the positive integers.

The paper is organized as follows.
In Section 2, we introduce basic notions of noncommutative probability, give the

definition of bm-independence and provide preliminary formulation (Theorem 2.4)
of our main result. We also describe an algorithm for computing joint moments
using bm-independence.

Section 3 contains information about bm-ordered non-crossing partitions and
provides combinatorial tools (especially Corollary 3.13) for proving our main re-
sults. In particular, in computation of joint moments we use properties of naturally
related partitions (Definition 3.2). In Lemma 3.11 we construct a refinement of par-
tition related with a given moment, and show its properties. In Theorem 3.12 we
describe details of the algorithm which produces the coarsest non-crossing strictly
bm-ordered partition, which is a refinement of the one given in Definition 3.2.
Moreover, we show that the two refinements are in fact equal.

In Section 4, we give the detailed formulation (Theorem 4.4) of the main theorem.
We also give examples of moments of the limiting measures in the classical, free
and monotone cases as well as two of our results.

Sections 5 and 6 contain the proof of our main result for each class of the consid-
ered positive cones. In particular, in Section 5 we show a combinatorial reduction
of computation of limits of joint moments, using the algorithm from Section 3.
Then we further reduce the proof to estimating the cardinality of bm-orders on
non-crossing partitions, with labels taken from (a finite subset of a) given interval.
In particular, in Section 6 we show that for each positive cone under consideration
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the ratio of this cardinality by (an appropriate power of) the volume of the interval
has a limit, which depends on the cone and the partition only.

In Section 7, we mention some open problems related to this study.

2. Preliminaries

In this section we introduce basic notions and preliminary formulations of our
main result.

2.1. Basic notions of noncommutative probability. A noncommutative probability
space is a pair (A, ϕ) of a unital *-algebra and a state ϕ on it. Recall that a state
on A is a linear functional ϕ : A → C such that ϕ(a∗a) ≥ 0 for all a ∈ A and
ϕ(1A) = 1 for the unit element 1A ∈ A. A noncommutative random variable is a
self-adjoint element a = a∗ ∈ A. In noncommutative probability the state plays a
similar role as the expectation in classical probability (actually they coincide if A is
commutative). In particular, one defines the distribution µa of a random variable
a = a∗ ∈ A (with respect to ϕ) as the probability measure µa for which (ϕ(an))n≥0

is the moment sequence:

ϕ(an) =

∫ +∞

−∞
tnµa(dt)

The existence of a distribution µa of a random variable a ∈ A is guaranteed by
the solution of the Hamburger Moment Problem, since the sequence (ϕ(an))n≥0 is
positive definite, i.e.

∑N
m,k=0 ϕ(am+k)λmλk ≥ 0 for all N ∈ N and all λ1, . . . , λN ∈

C. The uniqueness of µa follows if, for instance, the moments do not growth too
fast. This is the case if one considers A to be a C∗−algebra and a = a∗ ∈ A an
element with finite norm ‖a‖; since then the moments growth is bounded by the
geometric progression (‖a‖n)n≥0 and the measure µa has compact support included
in the interval [−‖a‖, ‖a‖].

2.2. Partial orders and bm-independence. Recall that a set X is partially ordered
by a relation � if the relation is

(1) reflexive, i.e. ξ � ξ for ξ ∈ X ,
(2) antisymmetric, i.e. ξ � η and η � ξ then ξ = η for ξ, η ∈ X ,
(3) transitive, i.e. ξ � η and η � ρ then ξ � ρ for ξ, η, ρ ∈ X .

If (X ,�) is partially ordered, then for ξ, η ∈ X , we will write ξ ≺ η if ξ � η and
ξ 6= η; we will also write ξ ∼ η if ξ and η are comparable (i.e. either ξ � η or η � ξ)
and ξ � η if ξ and η are incomparable.

Now we recall the notion of bm-independence, which was defined in Wysoczański
(2010, Definition 2.1).

Definition 2.1 (bm-independence). Let (A, ϕ) be a noncommutative probability
space defined in 2.1. We say that a family {Aη : η ∈ X} of subalgebras of
A, indexed by a partially ordered set (X ,�), is bm-independent in (A, ϕ) if the
following two conditions hold:

BM1: If ξ, η, ρ ∈ X satisfy: ξ ≺ ρ � η or ξ � ρ � η or ξ ≺ ρ � η, then for
any a1 ∈ Aξ, a2 ∈ Aρ, a3 ∈ Aη we have

a1a2a3 = ϕ(a2) · a1a3. (2.1)
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BM2: If ξ1 � · · · � ξm � · · · � ξk ≺ · · · ≺ ξn for some 1 ≤ m ≤ k ≤ n and
ξ1, . . . , ξn ∈ X , with aj ∈ Aξj for 1 ≤ j ≤ n, then

ϕ(a1 . . . an) =

n∏
j=1

ϕ(aj). (2.2)

Noncommutative random variables {aξ ∈ A : ξ ∈ X} are called bm-independent
if the subalgebras Aξ they generate are bm-independent. Recall that in this defini-
tion one gets the monotone independence if X is totally ordered, and the boolean
independence if none of the elements of X are comparable (Kula and Wysoczański,
2010; Wysoczański, 2010).

Remark 2.2. The reason for calling the conditions [BM1], [BM2] independence
is that these conditions allow to compute all joint moments ϕ(a1 . . . an) of bm-
independent random variables a1, . . . , an via marginals ϕj := ϕ|Aj

i.e. by the
restrictions of ϕ to the subalgebras they generate (Wysoczański, 2010, Lemmas 2.3,
2.4).

Remark 2.3. The algorithm for evaluating joint moments using the rules [BM1],
[BM2] can be described in a purely combinatorial way as follows.

Suppose that {Aξ : ξ ∈ X} are bm-independent in (A, ϕ) and we want to evaluate
joint moment ϕ(a1a2 . . . an) where aj ∈ Aξj . By applying [BM1], [BM2], this is
evaluated as a product of certain moments, each of which only involve terms from
the same algebra Aξ. The elements ξ1, ξ2, . . . , ξn give rise to a labelled partition π
of [n] := {1, 2, . . . , n} (see Definition 3.4 and comments after it), where each block
B is the set of all elements j where ξj is equal to some ξ, and the label of this
block is l(B) = ξ. The algorithm shows that there exists a non-crossing partition
τ = (B1, . . . , Bk) of [n] that refines π such that

ϕ(a1a2 . . . an) =

k∏
i=1

ϕ

∏
j∈Bi

aj

 (2.3)

where (for each i) the terms (aj)j∈Bi
are multiplied from left to right in increasing

order of indices.
[BM1] tells us that if B is an interval block of π that with l(B) satisfies the

right conditions with respect to the adjacent indices1, then B will be a block of τ
and τ \B can be computed by applying the algorithm to τ \B recursively.

[BM2] tells us that if ξ1 � · · · � ξk � · · · � ξl ≺ · · · ≺ ξn, then τ is the trivial
(finest) partition into singletons. More generally, if the indices ξj are as above and if
aj is replaced by a string of several elements from Aξj , then τ would be an interval
partition with one interval block for each j ∈ [n].

We will show more properties of this algorithm in Theorem 3.12.

2.3. Preliminary formulation of the main result. Now we give a “draft” statement
of the bm-LSN. A more precise formulation will be given in Theorem 4.4 after
we introduce some more combinatorial objects. To emphasize the analogy with
classical probability theory, we use the letter X for our random variables.

1B = (p, p+1, . . . , p+s) and ξ = ξp−1, ρ = l(B), η = ξp+s+1 satisfy the assumption in [BM1]:
ξ ≺ ρ � η or ξ � ρ � η or ξ ≺ ρ � η
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Theorem 2.4 (bm-LSN, draft). Let Π = Rd+, Π = Λ1
d or Π = Symm+

d (R) and let
I ⊂ Π be the respective discrete subset. Let (A, ϕ) be a noncommutative probability
space and let {Xξ

ρ ∈ A : ρ, ξ ∈ I, 0 � ρ � ξ} be an array of random variables.
Assume that

(1) for each ξ ∈ I, the random variables {Xξ
ρ ∈ A : 0 � ρ � ξ, ρ ∈ I} are

bm-independent in (A, ϕ);
(2) there exists a constant λ > 0 such that for all ρ ∈ I and for all n ∈ N

lim
ξ

Π→∞
sup

ρ∈[0,ξ]I

∣∣v(ξ) · ϕ((Xξ
ρ)n)− λ

∣∣ = 0.

For ξ ∈ I, define the partial sum Sξ :=
∑

ρ∈[0,ξ]I

Xξ
ρ , then for every n ∈ N there exists

some combinatorial function V (π) defined on the set NC(n) of all non-crossing
partitions such that

lim
ξ

Π→∞
ϕ((Sξ)

n) =
∑

π∈NC(n)

λb(π)V (π).

Remark 2.5. The assumption (1) does not require that the random variables are
identically distributed. The assumption (2) is stronger than in classical, free or
monotonic formulations, since it requires convergence to 0, as ξ Π→ ∞, of the
suprema of the functions fn(ξ, ρ) := |v(ξ) ·ϕ((Xξ

ρ)n)−λ|, for each ξ ∈ I, taken over
all ρ ∈ [0, ξ]I and independent of n ∈ N.

Remark 2.6. The meaning of the notation NC(n) and b(π) for π ∈ NC(n) will be
explained in the next section.

3. Partitions and bm-orders

In this section, we present basic combinatorial objects related to the notion of
bm-independence. In particular we describe properties of non-crossing partitions
with blocks labeled by elements of a partially ordered set (X ,�).

First we define partitions of a set. Let (J,�) be a totally ordered finite set. Let
k ∈ N and assume that B1, . . . , Bk ⊂ J are pairwise disjoint subsets: Bj ∩ Bi =
∅ for all pairs of different numbers 1 ≤ i 6= j ≤ k, and that their union is J :
B1 ∪ · · · ∪ Bk = J . Then the set π := {B1, . . . , Bk} is called a partition of J and
each Bj ∈ π (1 ≤ j ≤ k) is called a block of the partition π. For a subset I ⊆ J we
denote by |I| the number of elements in I. By b(π) = k we denote the number of
blocks of π, by P(J) we denote the set of all partitions of J , including, in particular,
the full partition πJ := {J}. Moreover, if |J | = n and 1 ≤ k ≤ n, then P(J ; k) will
denote the collection of all partitions in P(J) with k blocks, i.e. b(π) = k.

Since J is totally ordered, is makes sense to define the minimal element minBj ∈
Bj and the maximal element maxBj ∈ Bj of the block Bj ∈ π.

If minBj = maxBj , then the block Bj consists of this one element Bj =
{maxBj} and is called a singleton.

If a block Bj ∈ π is of the form Bj := {a ∈ J : minBj � a � maxBj}, then we
call Bj an interval block.

If there are two blocks Bj 6= Bi ∈ π and elements a1, a2 ∈ Bi, b1, b2 ∈ Bj , for
which a1 ≺ b1 ≺ a2 ≺ b2, then we say that the partition π ∈ P(J) has a crossing.
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If a partition π ∈ P(J) does not have crossings, then we call π a non-crossing
partition; the set of all non-crossing partitions in P(J) will be denoted by NC(J).

Definition 3.1. If 1 ≤ k ≤ n, then P(J ; k) ⊂ P(J) denotes the set of all partitions
π ∈ P(J) with b(π) = k blocks. By NC(J ; k) ⊂ NC(J) we denote the set of all
non-crossing partitions π ∈ NC(J) with b(π) = k blocks.

For a nonempty subset I ⊂ J we consider the restriction π′ := π �I of π to I,
which is defined as π′ := {B′1, . . . , B′k} with B′j := Bj ∩ I.

We define a partial order on the blocks of a non-crossing partition as follows.
For a non-crossing partition π = {B1, . . . , Bk} ∈ NC(J) we will write

Bi �π Bj if minBi � minBj � maxBj � maxBi. (3.1)

Since the blocks are disjoint, we have minBi = minBj if and only if maxBj =
maxBi if and only if Bi = Bj . Hence, if Bi 6= Bj then (3.1) becomes: minBi ≺
minBj � maxBj ≺ maxBi. In such case we will write Bi ≺π Bj and say that the
block Bj is inside the block Bi (equivalently Bi is outside Bj). In particular, we
will call a block Bj ∈ π inner if there exists 1 ≤ i ≤ b(π) such that Bi ≺π Bj . On
the other hand, a block which is not inside any other block will be called outer.
The relation �π is a partial order on the blocks and the chains of it (i.e. the totally
ordered sequences of blocks) are well defined; in particular a block which is not
outside any other is contained in a maximal chain.

For J = [n] := {1, 2, . . . , n} we use the notation P(n) for the set of all partitions
of [n] and NC(n) for the collection of all non-crossing partitions of [n].

If (ρ1, . . . , ρn) is a sequence of elements of X , then there is a natural partition
π ∈ P(n) associated in the following way.

Definition 3.2. Let (ρ1, . . . , ρn) be a sequence of elements of X . For 1 ≤ k ≤ n,
define B(k) := {1 ≤ j ≤ n : ρj = ρk}, then B(k) ⊂ [n] and for i 6= j we have either
B(i) = B(j) or B(i)∩B(j) = ∅. In fact, the relation “i ∼ j provided ρi = ρj” is an
equivalence relation on [n] and the blocks are the equivalence classes. In this fashion
we obtain a partition π := {B1, . . . , Bk} ∈ P(n), where the subsets B1, . . . , Bk are
disjoint, their union is [n], and for each 1 ≤ j ≤ k we have Bj = B(i) for some
1 ≤ i ≤ n. We will say that the partition π is associated with sequence (ρ1, . . . , ρn)
and denote this by π ∼ (ρ1, . . . , ρn) or (ρ1, . . . , ρn) ∼ π.

Example 3.3. For n = 8 let (ρ1, . . . , ρ8) be a sequence of elements of X such that
ξ1 := ρ1 = ρ3 = ρ6, ξ2 := ρ2 = ρ5 = ρ8 and ξ3 := ρ4 = ρ7, then we obtain the parti-
tion π = {B1, B2, B3} ∈ P(8) where B1 = B(ξ1) = {1, 3, 6}, B2 = B(ξ2) = {2, 5, 8}
and B3 = B(ξ3) = {4, 7}

π = .
1

.
2

.
3

.
4

.
5

.
6

.
7

.
8

Observe that for a given sequence the associated partition π is unique. Moreover,
since the blocks of the partition π connect equal elements of the associated sequence,
it is natural to consider the blocks of π as labeled by these elements.
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Definition 3.4. Let π ∼ (ρ1, . . . , ρn) and for ρ ∈ {ρ1, . . . , ρn} let B(ρ) ∈ π ∈ P(n)
be the block considered in Definition 3.2. Then l(B(ρ)) := ρ will be called the label
of the block B(ρ).

If a partition π := {B1, . . . , Bk} ∈ P(n) is associated with a given sequence
(ρ1, . . . , ρn), then the sets {ρ1, . . . , ρn} and {l(B1), . . . , l(Bk)} are equal. In such a
case we will call {l(B1), . . . , l(Bk)} the label set of the partition π ∼ (ρ1, . . . , ρn),
so the sequence (ρ1, . . . , ρn) gives rise to a labelled partition π. In the following
definitions, we establish an order on this set of labels which will produce a sequence
of labels associated in a unique way with such a partition.

Definition 3.5. For a partition π ∈ P(n) with b(π) = k blocks, we will order the
blocks according to their minimal elements. By this we mean that (B1, . . . , Bk) are
ordered blocks of π if the function {1, 2, . . . , k} 3 j 7→ minBj is strictly increasing.

Definition 3.6. If π = {B1, . . . , Bk} is associated to a sequence (ρ1, . . . , ρn) of
elements of X and l(B1), . . . , l(Bk) ∈ X are (pairwise different) labels of the blocks,
then the sequence (l(B1), . . . , l(Bk)) is uniquely defined and will be called the label
sequence of the partition π; in such a case we will write (l(B1), . . . , l(Bk)) ≈ π or
π ≈ (l(B1), . . . , l(Bk)).

Remark 3.7. Formally, a partition is a collection π = {B1, . . . , Bk} ∈ P(n) of
disjoint sets, whose union is [n]. We will also write π as a tuple (B1, . . . , Bk), where
the blocks are ordered in the increasing way as defined above. In particular, we
always have 1 ∈ B1 and if π ∼ (ρ1, . . . , ρn), then B(ρ1) = B1 and l(B1) = ρ1.

In what follows we will consider sequences (ρ1, . . . , ρn) for which the associated
partition π ∈ P(n) has no crossings, i.e. π ∈ NC(n). We will be interested in the
case when the label function is strictly increasing with respect to the two orderings:
≺π on blocks of π, and ≺ on elements of X .

Definition 3.8 (bm-order on a non-crossing partition). Let (X ,�) be a partially
ordered set and let (ρ1, . . . , ρn) be a given sequence of elements from X . As-
sume that the associated partition π ∼ (ρ1, . . . , ρn) has no crossings, i.e. π =
(B1, . . . , Bk) ∈ NC(n). We say that the sequence ρ := (ρ1, . . . , ρn) establishes a
strict bm-order on the partition π (notation ρ / π) if for all 1 ≤ i 6= j ≤ k the
condition Bi ≺π Bj implies that l(Bi) ≺ l(Bj). Similarly (and equivalently), we
will say that the label sequence µ := (l(B1), . . . , l(Bk)) ≈ π establishes a strict
bm-order on π (notation: µ /L π).

Remark 3.9. Observe that if maxBi < minBj , then all three possibilities l(Bi) ≺
l(Bj) or l(Bi) � l(Bj) or l(Bi) � l(Bj) are allowed.

Example 3.10 (bm-order on a non-crossing partition). To illustrate the definition,
take ρj ∈ I = N2 ⊂ Π = R2 (0 ≤ j ≤ 3) with ρ0 = (0, 0), ρ1 = (0, 1), ρ2 = (1, 0),
ρ3 = (1, 1). These four elements constitute the discrete interval [ρ0, ρ3]I. Then
ρ1 � ρ2 are incomparable, ρ0 ≺ ρ1, ρ2, ρ3 and ρ0, ρ1, ρ2 ≺ ρ3. Let π ∈ NC(6)
be defined by the ordered blocks B1 = {1, 6}, B2 = {2, 3} and B3 = {4, 5} then
B1 ≺π B2 and B1 ≺π B3. Consider what are the possible bm-orderings on π by
the elements {ρ0, ρ1, ρ2, ρ3} i.e. which sequences (ρj1 , ρj2 , . . . , ρj6) establish strict
bm-order on π (with 0 ≤ j1, . . . , j6 ≤ 3). The trivial condition is that it must be
j1 = j6, j2 = j3 and j4 = j5 since π ∼ (ρj1 , ρj2 , . . . , ρj6); hence the sequence must
be of the form (ρj1 , ρj2 , ρj2 , ρj3 , ρj3 , ρj1) with ρj1 ≺ ρj2 and ρj1 ≺ ρj3 . Thus the
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label l(B1) = ρj1 must have at least two elements bigger w.r.t. the partial order,
so it must be ρj1 = l(B1) = ρ0. In the following table we present all 6 possible
labellings.

l(B1) ρ0 ρ0 ρ0 ρ0 ρ0 ρ0

l(B2) ρ1 ρ2 ρ1 ρ3 ρ2 ρ3

l(B3) ρ2 ρ1 ρ3 ρ1 ρ3 ρ2

0
•

21
•

1

2

• •

x

y

B1

B2 B3

.
1

.
2

.
3

.
4

.
5

.
6

For π ∼ (ρ1, ρ2, . . . , ρn), we construct a maximal non-crossing and strictly bm-
ordered refinement σ of π. For this purpose define the following relation on [n]:
i ∼ j provided ρi = ρj and ρk � ρi for all k between i and j (i, j, k ∈ [n]). Then
this is an equivalence relation on [n]. Denote by σ the set of the equivalence classes,
then σ is a partition of [n]. Observe that if B ∈ σ is a block, i, j ∈ B and i < k < j,
then either ρk = ρi, in which case k ∈ B, or ρi ≺ ρk and then k /∈ B.

In the next lemma we describe properties of the partition σ. In particular we
prove that it is the largest non-crossing strictly bm-ordered refinement of π.

Lemma 3.11. The partition σ is a non-crossing, strictly bm-ordered refinement of
π and for every non-crossing strictly bm-ordered refinement ν of π, ν is a refinement
of σ.

Proof : First we prove that σ is non-crossing. Otherwise, there would be two equiv-
alence classes (blocks) B1 6= B2 of σ, and elements a < b < c < d with a, c ∈ B1,
b, d ∈ B2 and ρa = ρc 6= ρb = ρd. Then, by definition of the equivalence relation
∼, it would have been ρa = ρc ≺ ρb = ρd and also ρc = ρd ≺ ρb = ρa, which is a
contradiction.

Observe that σ is a refinement of π, since π is defined by the relation: i ∼π j if
ρi = ρj , and σ is defined by adding one more condition to this relation.

To see that σ is strictly bm-ordered, we use the definition of σ. Namely, if two
blocks satisfy B1 ≺σ B2, with B1 = {i1 < · · · < ir}, B2 = {j1 < · · · < js}, and
with the labels l(B1) = ξ, l(B2) = η, then ξ = ρip ≺ ρjq = η for all 1 ≤ p ≤ r,
1 ≤ q ≤ s. This means that l(B1) ≺ l(B2), so that σ is strictly bm-ordered.

Now we prove that any strictly bm-ordered refinement ν of π is a refinement of
σ. For this purpose assume that a block B ∈ ν is contained in a block B1 ∈ π.
By definition, the labels of these two blocks are equal: l(B) = l(B1). Since ν is
non-crossing strictly bm-ordered, any block B′ ∈ ν which satisfies B ≺ν B′ must
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have greater label: l(B) ≺ l(B′). This means that B satisfies: if i < j ∈ B, then
ρi = ρj = l(B) and if i < k < j then ρi ≺ ρk. However, it follows from the
definition of σ, that it consists of blocks which are maximal with this property - the
blocks contain all such elements i, j and B contains only some of them. In other
words, if B = {i1 < · · · < ir} and ip < k < ip+1 for some 1 ≤ p ≤ r − 1, then
l(B) = ρi1 = · · · = ρir ≺ ρk, but there is a block B′′ ∈ σ which necessarily contains
all elements i1, . . . , ir, and possibly some other, defined by the equivalence relation
∼. Namely, B′′ = {j ∈ [n] : ρj = l(B)} ⊃ B and for any j1 < j2 ∈ B′′ and any
j1 < k < j2 it must be ρj1 = ρj2 ≺ ρk. This shows that ν is a refinement of σ.

�

In the following theorem we describe the details of the algorithm which produces
the refinement τ of π, described in Remark 2.3. We prove that τ is a coarsest
(i.e. maximal) strictly bm-ordered refinement of π. The refinement τ turns out to
be exactly the same partition as the partition σ of Lemma 3.11. This will imply
that the algorithm produces the unique maximal (i.e. largest) strictly bm-ordered
non-crossing refinement of π.

Theorem 3.12. Let π ∼ (ρ1, ρ2, . . . , ρn) be the partition of [n] associated with
a sequence of elements ρ1, ρ2, . . . , ρn ∈ X (as in Definition 3.2) and let τ be the
refinement of π described in the Remark 2.3. Then τ is uniquely determined, and it
is the coarsest possible refinement of π such that τ is non-crossing and the labelling
l establishes a strict bm-order on τ . In other words, τ is a non-crossing partition
of [n] which is strictly bm-ordered by l. Moreover, we have that τ = σ described in
Lemma 3.11, so it is the unique coarsest non-crossing strictly bm-ordered refinement
of π.

Proof : We recall the algorithm of Remark 2.3 that produces at least one possible
refinement τ of π. The uniqueness of such τ follows from the proofs of Wysoczański
(2010, Lemma 2.3 and Lemma 2.4).

We shall define restrictions of π to subsets of [n], from which the refinement τ
will be constructed.

Denote π0 := π and J0 := [n] and suppose there is an interval block B0 =
[a0, b0] ∈ π for 2 ≤ a ≤ b ≤ n − 1, such that the triplet of labels (µ, ξ, η), defined
by µ := ρa0−1, ξ := l(B) = ρa0

= · · · = ρb0 and η := ρb0+1, satisfy the [BM1]
assumption: either µ ≺ ξ � η or µ � ξ � η or µ ≺ ξ � η. Then, by definition, B0 is
a block of τ . Now define π1 := π0 \B0 ∈ P(J1), where J1 := J0 \B0 = [n] \ [a), b0],
then π1 is a subpartition of π0 to which the same procedure is applied. By induction
we construct a finite sequence of partitions πr := πr−1 \ Br−1 ∈ P(Jr), for r =
1, 2, . . ., and Jr := Jr−1 \Br−1, Ir := [ar, br], and blocks Br ∈ πr, which constitute
blocks of τ . This procedure stops after, say, m steps, producing blocks B1, . . . , Bm
of τ , when there is no more interval block Bm+1 in πm+1 := πm \ Bm ∈ P(Jm+1),
for which there is a triplet of labels, which satisfies the [BM1] assumption.

In a similar manner as in the proof of Wysoczański (2010, Lemma 2.3) one
can show that the partition πm+1 consists of interval blocks only, so πm+1 :=
{Bm+1, . . . , Bk} with maxBi < minBi+1 for m + 1 ≤ i ≤ k − 1, and their labels
satisfy

l(Bm+1) � · · · � l(Bu) � · · · � l(Bv) ≺ · · · ≺ l(Bk), (3.2)
as in the assumption of [BM2], for somem+1 ≤ u ≤ v ≤ k (allowing also u = m+1
or u = v or v = k). Moreover, the arguments in Wysoczański (2010, Lemma 2.3 and
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Lemma 2.4) show that any order of choosing blocks B0, B1, . . . , Bm, Bm+1, . . . , Bk,
gives the same result, i.e. these blocks of the partition τ are uniquely determined.

Of course, if there is no such interval block B0 in π0 = π, for which a [BM1]-
triplet exists, then π = πm+1 is the interval partition as above.

We conclude this part of the proof with the statement that the above algorithm
uniquely determines the partition

τ := {B0, B1, . . . , Bm, Bm+1, . . . , Bk}. (3.3)

Now we show that τ has no crossings and the blocks of τ are strictly bm-ordered. For
this purpose consider the step which produced the block Bm. Since Bm is an interval
block, it had to be either inside2 a block Bi of πm or between3 two blocks Bi, Bi+1

of πm. In the first case, we must have l(Bi) ≺ l(Bm), otherwise the algorithm
would not be applicable ([BM1] could not be applied). Of course, it could not be
l(Bi) = l(Bm), since the algorithm applies to a maximal interval block Bm. Thus
we have a strict bm-order between the two blocks. In the second case (Bm between
two blocks Bi and Bi+1 of τ ′), it must have been either l(Bi) ≺ l(Bm) � l(Bi+1)
or l(Bi) � l(Bm) � l(Bi+1) or l(Bi) ≺ l(Bm) � l(Bi+1). This, however, does not
provide any condition related to bm-order of blocks.

In general, at each backward step of the algorithm we get strict bm-order if the
removed interval block was inside another block. By induction, this proves that the
partition τ has no crossings (since blocks are intervals) and is strictly bm-ordered.
Therefore, by Lemma 3.11, we have that τ is a refinement of σ.

We will prove that, in fact, τ = σ. For this purpose it suffices to show that τ
cannot be a strict refinement σ. Assume to the contrary that τ is a strict refinement
of σ. Then there is a block B′ ∈ σ and two interval blocks Bi, Bj ∈ τ which are sub-
blocks Bi, Bj ⊂ B′, in particular l(Bi) = l(Bj) = l(B′). Without loss of generality,
we can assume that bi := maxBi < aj := minBj and that there is no other block
Bl ∈ τ between4 Bi and Bj , which is a sub-block of B′ (although there might be
other blocks of τ , which are contained in B′). Consider the subpartition τ0 ⊂ τ
obtained by the restriction of τ to the interval [bi + 1, aj − 1]. This interval must
be nonempty (i.e. bi + 1 ≤ aj − 1), otherwise Bi ∪ Bj would be one interval block
of τ . Since τ is strictly bm-ordered, its subpartition τ0 is so as well.

Observe that since σ has no crossings, it cannot contain a block with elements
both inside and outside the interval [bi + 1, aj − 1]. As τ is a refinement of σ, it
inherits this property.

Each block B′′ ∈ τ0 ⊂ τ is inside the block B′ ∈ σ, hence l(B′′) � l(B′) and thus
l(Bi) ≺ l(B′′) � l(Bj). Therefore the algorithm cannot be applied neither to Bi nor
to Bj until it is applied to all the blocks of τ0. However, if the algorithm allowed
to remove τ0, then it would mean that the blocks Bi and Bj would be adjacent
and they both would form one interval block of τ subject to the algorithm. This
contradicts the assumption that these were two different blocks of τ and shows
that τ cannot be a refinement of any non-crossing strictly bm-ordered partition.
Consequently, τ , given by the algorithm, is the coarsest non-crossing strictly bm-
ordered refinement of π. In particular, τ = σ, and it is the largest element in this

2by this we mean that if Bm = [am, bm] then Bi = [ai, am − 1] ∪ [am + 1, bi].
3if Bm = [am, bm] then Bi = [ai, am − 1] and Bi+1 = [bm + 1, bi]
4such that ai < al ≤ bl < aj
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particular class of non-crossing strictly bm-ordered partitions, which are refinements
of a given π ∼ (ρ1, ρ2, . . . , ρn). This finishes the proof of the theorem.

�

The following corollary will be the main tool in proving our main results.

Corollary 3.13. Let {Aρ : ρ ∈ X} be a family of bm-independent subalgebras in
(A, ϕ) and let aj ∈ Aρj for 1 ≤ j ≤ n. Let π ∼ (ρ1, ρ2, . . . , ρn) be the associa-
ted partition of [n] and let τ be the coarsest non-crossing refinement of π (as in
Theorem 3.12) with blocks τ = {B1, . . . , Bk}. Then

ϕ(a1a2 . . . an) =

k∏
i=1

ϕ

∏
j∈Bi

aj

 , (3.4)

where ϕ
(∏

j∈Bi
aj

)
:= ϕ(aj1 · · · ajr ) if Bi = (j1, . . . , jr) with j1 < · · · < jr.

Proof : The algorithm for passing from π to τ starts with choosing an interval block
B = (p, . . . , p+ s) ∈ π with ρp = · · · = ρp+s = ρ with ξ := ρp−1 6= ρ 6= ρp+s+1 =: η
as a first block of τ and then removing it and considering τ \ B. This is done if
the indices ξ, ρ, η satisfy the assumption of [BM1]. This corresponds to taking
the product a := ap · · · ap+s and getting out the term ϕ(aρ) := ϕ(ap · · · ap+s) =
ϕ(
∏
j∈B aj). As shown in the proof of Theorem 3.12, this leads to the subpartition

τ ′ = (Bm+1, . . . , Bk) of τ , which satisfies maxBi < minBi+1 for m+ 1 ≤ i ≤ k− 1
and the assumption of [BM2]: l(Bm+1) � · · · � l(Bu) � · · · � l(Bv) ≺ · · · ≺ l(Bk).

This corresponds to taking the product ϕ
(∏

j∈Bm+1
aj

)
· · ·ϕ

(∏
j∈Bk

aj

)
, where

ϕ
(∏

j∈Bi
aj

)
= ϕ(aj1 · · · ajr ) if Bi = (j1, . . . , jr) with j1 < · · · < jr. This proves

the Corollary. �

Notation 3.14. By π
bm−→ τ we denote that τ is the coarsest strictly bm-ordered

non-crossing refinement of π ∼ (ρ1, . . . , ρn).

4. Main results

In this section, we give the detailed formulation of our bm-LSN. In particular, we
describe the function V (π) that appeared in Theorem 2.4. We prove the bm-LSN
using certain combinatorial objects, of which the most important is the set of all
bm-orders on a non-crossing partition with labels from a (finite, discrete) interval
[0, ξ]I ⊂ I.

4.1. Formulation of bm-LSN. We first introduce the set of all strict bm-orders on
a given non-crossing partition, with labels taken from a given interval.

Definition 4.1. For π = (B1, . . . , Bk) ∈ NC(n; k) and ξ ∈ Π we define

BMO(π, ξ) := {µ = (µ1, . . . , µk) : µj = l(Bj) ∈ [0, ξ]I 1 ≤ j ≤ k, and µ /L π} .
We will denote the cardinality of this set by |BMO(π, ξ)| .

Definition 4.1 does not require that ξ ∈ I, only that the labels are taken from
the finite set [0, ξ]I.

Our main technical goal will be to describe the asymptotic behaviour of these
cardinalities for the three classes of positive symmetric cones, as ξ Π→ ∞. For
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this purpose we consider the following decomposition. If π ∈ NC(n) has m ≤
n outer blocks (denoted {Bo1 , . . . , Bom}) with aj = minBoj and bj = maxBoj for
1 ≤ j ≤ m, then the restriction πj := π �[aj ,bj ]N of π to the discrete interval
[aj , bj ]N := [aj , bj ] ∩ N ⊂ [n] will be considered as a subpartition of π with exactly
one outer block Boj . Then we will use the notation π′j := πj \Boj , so that the number
of blocks in π satisfies

b(π) =

m∑
j=1

b(πj),

b(πj) = b(π′j) + 1.

Notation 4.2. Let π = (B1, . . . , Bk) be the ordered blocks of a partition π ∈
NC(n, k) (in particular, 1 ∈ B1 and the block B1 is outer). The partition π′ :=
π \ {B1} = (B2, . . . , Bk) satisfies π′ ∈ NC([n] \B1, k

′) where k′ := k − 1 < k.

Notation 4.3. For π = (B1, . . . , Bk) ∈ NC(n; k) let m := max(B1) + 1 ≥ 2 (i.e.
m− 1 = maxB1 is the right endpoint of the block B1). Then B1 ⊂ [m− 1] and we
define the following two restrictions of π′:

(1) π′1 := π′ �[1,m−1]∈ NC([m−1]\B1, k
′
1) is the restriction of π′ to the interval

[m− 1] = {1, . . . ,m− 1}, and k′1 := b(π′1);
(2) π′2 := π′ �[m,n]= π �[m,n]∈ NC([m,n], k′2) is the restriction of π′ to the

interval [m,n] = {m, . . . , n} and k′2 := b(π′2).

In particular, if n′1 := m−1−|B1| and n′2 := n−m+1, then k′1 +k′2 +1 = k = b(π)
and n′1 + n′2 = n − |B1|. In the following picture we present the decomposition
π = B1 ∪ π′1 ∪ π′2 with π′1 := π′1,1 ∪ π′1,2 ∪ · · · ∪ π′1,s :

.
1

. . . . . .

B1

... π′1,1 ... π′1,2 ... π′1,s ...

.
m-1

.
m

.
m+1

... .
n

π′2

where the vertical lines denote the (possible ends of) intervals included in B1. The
notation we use for the decomposition π′1 = π′1,1 ∪ π′1,2 ∪ · · · ∪ π′1,s has the fol-
lowing meaning. Let B1 = {1 = t0 < t1 < t2 < · · · < tl = m − 1 = maxB1}
and let 1 ≤ j1 ≤ l be the minimal element for which tj1 − tj1−1 ≥ 2, then
π′1,1 := π′1 �[tj1−1+1,tj1−1]. Then, by induction, one defines in a similar way, in-
dices j2 < j3 < · · · < js for which tjr − tjr−1 ≥ 2 (2 ≤ r ≤ s), and then
π′1,r := π′1 �[tjr−1+1,tjr−1].

Now we present the main result of the paper, the bm-LSN associated with the
symmetric cones considered in this work.

Theorem 4.4 (bm-Laws of Small Numbers). Let Π = Rd+, Π = Λ1
d or Π =

Symm+
d (R) and let I ⊂ Π be the respective discrete subset as in Definition 1.4. Let

(A, ϕ) be a noncommutative probability space and let {Xξ
ρ ∈ A : ρ, ξ ∈ I, 0 � ρ � ξ}

be an array of self-adjoint (noncommutative) random variables. Assume that

(1) for each ξ ∈ I, the random variables {Xξ
ρ ∈ A : 0 � ρ � ξ, ρ ∈ I} are

bm-independent (with respect to ϕ)
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(2) there exists a constant λ > 0 such that for all ρ ∈ I and for all n ∈ N

lim
ξ

Π→∞
sup

ρ∈[0,ξ]I

∣∣v(ξ) · ϕ((Xξ
ρ)n)− λ

∣∣ = 0. (4.1)

For ξ ∈ I, define the partial sum Sξ :=
∑

ρ∈[0,ξ]I

Xξ
ρ . Then, for every n ∈ N the limit

lim
ξ

Π→∞
ϕ((Sξ)

n) =
∑

π∈NC(n)

λb(π)V (π), (4.2)

exists, where the function V := VΠ, defined on non-crossing partitions, depends on
the positive cone and is given by the limit

V (π) = lim
ξ

Π→∞

|BMO(π, ξ)|
v(ξ)b(π)

. (4.3)

Here, b(π) is the number of blocks in the partition π and the limit exists for every
partition π ∈ NC(n). Moreover, with the Notation 4.3, the function V (π) is satisfies
the following recursive formula:

(1) If b(π) = 1, then V (π) = 1.
(2) If b(π) ≥ 2, then

V (π) = γk′1+1V (π′1)V (π′2), (4.4)

where the sequence γn is the volume characteristic sequence of the positive
cone Π.

The details of the proofs of Theorem 4.4 for each class of positive cones will be
presented in the next sections.

By induction, one can get the following corollary of Theorem 4.4.

Corollary 4.5. The function V (π) satisfies the following recursive formula:

V (π) =



1 if b(π) = 1 or π = ∅ ,

k∏
i=1

V (πi) · γb(π) if π =
... π1 ... π2 ... πk ...

,

k∏
i=1

V (πi), if π = π1 ∪ π2 ∪ · · · ∪ πk.

In the second case, the form of the partition π is understood as in the Notation 4.3
(i.e. as if π = π′1 ∪B1). By writing π = π1 ∪π2 ∪ · · · ∪πk we mean a disjoint union
of subpartitions πs := π �[as,bs], for 1 ≤ s ≤ k, where [as, bs] ⊂ [n], as + 1 = bs,
a1 = 1, bs = n, and each πs is a partition with exactly one outer block (which could
be a singleton as well if as = bs).

4.2. Examples of moments for various LSN. For illustration, we compare the first
four moments of the classical, free, monotone and some bm-LSN distributions (here
we use the formula (1.2)). First we recall the classical, free and monotonic cases
(observe that always the first two moments are λ and λ2 + λ).
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Classical Free Monotone
λ λ λ

λ2 + λ λ2 + λ λ2 + λ

λ3 + 3λ2 + λ λ3 + 3λ2 + λ λ3 + 5
2λ

2 + λ

λ4 + 6λ3 + 7λ2 + λ λ4 + 6λ3 + 6λ2 + λ λ4 + 13
3 λ

3 + 9
2λ

2 + λ

Now we present some of the bm-examples, using the volume characteristic formulas
from the Example 1.3.

bm-cases Π = R2
+ and Π = Λ1

1 bm-cases Π = Λ1
2 and Π = Symm+

2 (R)
λ λ

λ2 + λ λ2 + λ

λ3 + 9
4λ

2 + λ λ3 + 222
105λ

2 + λ

λ4 + 65
18λ

3 + 15
4 λ

2 + λ λ4 + 10275
3150 λ

3 + 702
210λ

2 + λ

5. Combinatorial reduction

The proof of Theorem 4.4 starts with several combinatorial reductions. First
we will show that the limit (4.2) can be associated with a sum over non-crossing
partitions π ∈ NC(n). Then we will argue that the only contributions to the sum
that are nontrivial in the limit are described by the bm-labellings µ /L π for such
partitions π. Next we will show that the limit can be equivalently computed as the
limit (for ξ Π→∞) of the ratio of the cardinality |BMO(π, ξ)| and the volume v(ξ)k if
π ∈ NC(n, k). Finally, we will prove that the limit of this ratio exists and describes
the combinatorial function V (π) associated with the positive cone Π.

We start the proof with the observation that ϕ(Snξ ) can be written as

ϕ((Sξ)
n) =

∑
(ρ1,...,ρn)∈([0,ξ]I)n

ϕ(Xξ
ρ1
Xξ
ρ2
. . . Xξ

ρn)

=
∑

π∈P(n)

∑
π∼(ρ1,...,ρn)∈([0,ξ]I)n

ϕ(Xξ
ρ1
Xξ
ρ2
. . . Xξ

ρn)

=

n∑
k=1

∑
π∈P(n;k)

∑
π∼(ρ1,...,ρn)∈([0,ξ]I)n

ϕ(Xξ
ρ1
Xξ
ρ2
. . . Xξ

ρn).

Given 1 ≤ k ≤ n, consider a partition with ordered blocks π = (B1, . . . , Bk) ∈
P(n; k), b(π) = k, then the block cardinalities satisfy 1 ≤ |Bj | = nj ≤ n and n1 +
· · ·+ nk = n. Assume that π is associated with a sequence (ρ1, . . . , ρn) ∈ ([0, ξ]I)

n

and denote the block labels by l(Bj) = µj , so that (l(B1), . . . , l(Bk)) = (µ1, . . . , µk).
Then, by the conditions for bm-independence, in particular by Corollary 3.13, the
term ϕ(Xξ

ρ1
Xξ
ρ2
. . . Xξ

ρn) is equal to the product of marginals

ϕ(Xξ
ρ1
Xξ
ρ2
. . . Xξ

ρn) = C(µ1) · · ·C(µk) =: C(µ), for µ := (µ1, . . . , µk), (5.1)

where each term C(µj), 1 ≤ j ≤ k, is the product of (some) moments of the
random variables Xξ

µj
, and it is worthwhile to observe the connection with the
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coarsest non-crossing strictly bm-ordered refinement τ of π:

C(µj) := ϕ((Xξ
µj

)s1) · · ·ϕ((Xξ
µj

)sr(j)) =
∏
B ∈ τ

l(B) = µj

ϕ((Xξ
µj

)|B|), (5.2)

where
r(µj) = |{B ∈ τ : l(B) = µj}| = |τ ∩Bj |

denotes the number of blocks of τ which comprise the block Bj of π, and finally

r(µ) := r(µ1) + · · ·+ r(µk) = |τ |. (5.3)

factors ϕ((Xξ
µj

)si) (1 ≤ i ≤ r(µj)) on the right-hand side of (5.2), for the label
µj = l(Bj). Moreover, given a label µj , the exponents 1 ≤ s1, . . . , sr(µj) depend on
j and satisfy s1 + · · ·+ sr(j) = nj = |Bj |. This notation will be used further on.

Lemma 5.1. For each positive symmetric cone Π under consideration we have

lim
ξ

Π→∞

ϕ((Sξ)
n)−

n∑
k=1

∑
π∈P(n;k)

∑
π ≈ µ ∈ ([0, ξ]I)

k

r(µ) = k

C(µ)

 = 0, (5.4)

where

C(µ) =

k∏
j=1

ϕ((Xξ
µj

)|Bj |).

The third summation in (5.4) is over all label sequences µ := (µ1, . . . , µk) ∈ ([0, ξ]I)
k

associated with a given partition π such that r(1) = · · · = r(k) = 1 and C(µj) =
ϕ((Xξ

µj
)nj ), nj := |Bj | (cf. (5.2)).

Proof : By the assumption (2) of Theorem 4.4 we know that for each 1 ≤ j ≤ k

lim
ξ

Π→∞
v(ξ)r(j)C(µj) = lim

ξ
Π→∞

[
v(ξ)ϕ((Xξ

µj
)s1)

]
. . .
[
v(ξ)ϕ((Xξ

µj
)sr(j))

]
= λr(j), (5.5)

hence we get

lim
ξ

Π→∞
v(ξ)rϕ(Xξ

ρ1
Xξ
ρ2
. . . Xξ

ρn) = lim
ξ

Π→∞
v(ξ)r(µ)C(µ) =

k∏
j=1

lim
ξ

Π→∞
v(ξ)r(j)C(µj) = λr(µ).

(5.6)
Observe that for any µ := (µ1, . . . , µk) we have r(µ) := r(1) + · · · + r(k) ≥ k and
that r(µ) = k if and only if r(1) = · · · = r(k) = 1. Thus, if r(µ) ≥ k + 1, we have
that

lim
ξ

Π→∞
v(ξ)kC(µ) = lim

ξ
Π→∞

v(ξ)r(µ)C(µ) · v(ξ)k

v(ξ)r(µ)
= λ · 0 = 0.

Therefore, given π ∈ P(n; k), we split the summation∑
π∼(ρ1,...,ρn)∈([0,ξ]I)n

ϕ(Xξ
ρ1
Xξ
ρ2
. . . Xξ

ρn) =
∑

π≈(µ1,...,µk)∈([0,ξ]I)k

C(µ1) . . . C(µk)

=
∑

π ≈ µ := (µ1, . . . , µk) ∈ ([0, ξ]I)
k

r(µ) = k

C(µ) +
∑

π ≈ µ := (µ1, . . . , µk) ∈ ([0, ξ]I)
k

r(µ) ≥ k + 1

C(µ),
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and show by a quantitative argument that the second sum (with r(µ) ≥ k + 1)
tends to zero. For this purpose, we use (5.6) to observe that for every µ ≈ π with
r(µ) ≥ k + 1 we have the uniform estimate (for sufficiently large ξ Π→∞)

C(µ) ≤ 2

(
λ

v(ξ)

)r(µ)

≤ 2

(
λ

v(ξ)

)k+1

.

Therefore,∣∣∣∣∣ ∑
π ≈ µ := (µ1, . . . , µk) ∈ ([0, ξ]I)

k

r(µ) ≥ k + 1

C(µ)

∣∣∣∣∣ ≤ 2v(ξ)k
(

λ

v(ξ)

)k+1

=
2λk+1

v(ξ)
→ 0 if ξ

Π→∞.

Hence we obtain the following approximate equality (for ξ Π→∞):∑
π∼(ρ1,...,ρn)∈([0,ξ]I)n

ϕ(Xξ
ρ1
Xξ
ρ2
. . . Xξ

ρn) ≈
∑

π ≈ µ := (µ1, . . . , µk) ∈ ([0, ξ]I)
k

r(µ) = k

C(µ).

(5.7)
This means that, for given 1 ≤ k ≤ n, the only nontrivial contribution to the limit
lim
ξ

Π→∞
ϕ((Sξ)

n) in Theorem 4.4 is from the terms C(µ), for which P(n; k) 3 π ≈ µ =

(µ1, . . . , µk) with r(1) = · · · = r(k) = 1, i.e. it must be C(µj) = ϕ((Xξ
µj

)|Bj |) if
l(Bj) = µj (j = 1, . . . , k) and hence

C(µ) =

k∏
j=1

ϕ((Xξ
µj

)|Bj |). (5.8)

�

Lemma 5.1 shows than the only terms that contribute to the limit as ξ Π→ ∞
satisfy r(1) = · · · = r(k) = 1 and this means that π = τ where π bm−→ τ . By
Theorem 3.12 and Corollary 3.13, this happens if and only if π is non-crossing and
the labels produce a strict bm-ordering on it. Hence, in order to compute the limit
(5.4), we can restrict to summation over those sequences ρ1, . . . , ρn ∈ [0, ξ]I, for
which the associated partition π is non-crossing and strictly bm-ordered. However,
this means that in the limit the summation can be reduced to sequences from
BMO(π, ξ). Therefore, we have the following reduction.

Corollary 5.2. We have that

lim
ξ

Π→∞

ϕ((Sξ)
n)−

n∑
k=1

∑
π∈NC(n;k)

∑
µ∈BMO(π,ξ)

C(µ)

 = 0. (5.9)

To prove (5.9) consider π = (B1, . . . , Bk) ∈ NC(n; k) with the block cardinal-
ity kj := |Bj | for 1 ≤ j ≤ k. Let µ = (µ1, . . . , µk) ∈ BMO(π, ξ), then C(µ) =
k∏
j=1

ϕ((Xξ
µj

)kj ) and hence, by the assumption (2) of Theorem 4.4, we have

lim
ξ

Π→∞
v(ξ)kC(µ) = λk. (5.10)
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In the next Lemma we prove that (5.9) can be viewed as passing from computing
limit of moments (4.2) to combinatorial computation of approximate cardinalities
(4.3). This is the point where we really need the uniform type of convergence
in (4.1).

Lemma 5.3. If π ∈ NC(n; k) and ξ ∈ I, then, under the assumption (2) of Theo-
rem 4.4, we have

lim
ξ

Π→∞

 ∑
µ∈BMO(π,ξ)

C(µ)− λk |BMO(π, ξ)|
v(ξ)k

 = 0. (5.11)

Proof : By the condition (4.1) of the uniform convergence, we have the following

uniform estimate for v(ξ)kC(µ) =

k∏
j=1

v(ξ)ϕ((Xξ
µj

)kj ): for each ε > 0, there exists

η ∈ Π such that for all ξ � η

sup
µ∈([0,ξ]I)k

∣∣v(ξ)kC(µ)− λk
∣∣ < ε.

Hence the difference∑
µ∈BMO(π,ξ)

C(µ)− λk |BMO(π, ξ)|
v(ξ)k

=
∑

µ∈BMO(π,ξ)

(
C(µ)− λk

v(ξ)k

)
can be estimated by

1

v(ξ)k

∑
µ∈BMO(π,ξ)

∣∣v(ξ)kC(µ)− λk
∣∣ < |BMO(π, ξ)|

v(ξ)k
· ε ≤ ε,

which gives the Lemma. �

6. Approximation of the cardinalities |BMO(π, ξ)|.

It follows from Corollary 5.2 and Lemma 5.3 that the limit in Theorem 4.4 can
be equivalently computed as

lim
ξ

Π→∞
ϕ((Sξ)

n) =

n∑
k=1

∑
π∈NC(n;k)

λk lim
ξ

Π→∞

|BMO(π, ξ)|
v(ξ)k

. (6.1)

Therefore, the proof of the main theorem has been reduced to properties of bm-
ordered non-crossing partitions and positive symmetric cones. The following result
is the main combinatorial property of the non-crossing partitions which are bm-
ordered by elements of our positive cones.

Theorem 6.1. For d ∈ N let Π = Πd be one of the positive symmetric cones:
Π = Rd+, Π = Λ1

d (the Lorentz light cones) or Π = Symm+
d (R) (real symmetric

positive definite matrices). Let π ∈ NC(n; k) be a non-crossing partition of [n] with
1 ≤ k = b(π) ≤ n blocks. Then the limits

lim
ξ

Π−→∞

|BMO(π, ξ)|
v(ξ)k

= V (π), (6.2)

lim
ξ

Π→∞
ϕ((Sξ)

n) =
∑

π∈NC(n)

λb(π)V (π), (6.3)
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exist. The function V (π) depends on the positive cone Π and its volume characte-
ristic sequence (γn)n≥1 and satisfies the recursion (4.4).

Proof : Observe that if we prove (6.2), then (6.3) will follow immediately from (6.1).
The proof of (6.2) in Theorem 6.1 will be by the simultaneous induction on n ∈ N
and on the number of blocks 1 ≤ k ≤ n.

The case 1 = k = n is trivial, since in this case π = {1} is a singleton and thus
BMO(π, ξ) = [0, ξ]I. Hence the limit is of the form

lim
ξ

Π−→∞

|[0, ξ]I|
v(ξ)

= 1 = V (π).

Now, let us assume that a partition π ∈ NC(n; k) is given with n ≥ 2 and 1 ≤
k = b(π) ≤ n. Moreover, assume that for every 1 ≤ k′ < k, 1 ≤ n′ < n and every
π′ ∈ NC(n′, k′) the limit

lim
ξ

Π−→∞

|BMO(π′, ξ)|
v(ξ)k′

= V (π′) (6.4)

exists. We will construct an approximate recursive formula for the cardinalities
|BMO(π, ξ)|. For this purpose, we will use the notation introduced in Notation 4.3.

Thus, let π = π′1 ∪ π′2 ∪ {B1}, where 1 ∈ B1. We choose the label µ1 ∈ [0, ξ]I
for the block B1. The labels for the blocks of π′2 can be chosen arbitrarily from
[0, ξ]I with the exception of the chosen µ1. However, this exception does not matter
when we divide by v(ξ)k and let ξ Π→ ∞. On the other hand, all the blocks of the
subpartition π′1 are inside the block B1, so the bm-order requires that the labels ρ for
the blocks of π′1 can be chosen only from (µ1, ξ]I, since they must satisfy µ1 ≺ ρ � ξ.
Moreover, they should be different from the (finite fixed number of) labels already
chosen for the blocks of π′2. Again, dividing by v(ξ)k and taking the limit ξ Π→ ∞
allows us to take, equivalently, all the possible labels µ1 � ρ � ξ. However, by
the change of variables ρ 7→ ρ − µ1, we get an equivalent relation 0 � ρ � ξ − µ1.
This means that the number of bm-orders on π′1 with labels ρ ∈ [µ1, ξ]I is the same
as the number of bm-orders on π′1 with labels ρ ∈ [0, ξ − µ1]I. Therefore, we will
obtain the following approximate recursive expression (writing µ instead of µ1):

|BMO(π, ξ)|
v(ξ)k

≈ 1

v(ξ)k

 ∑
µ∈[0,ξ]I

|BMO(π′1, ξ − µ)|

 · |BMO(π′2, ξ)|, (6.5)

meaning that the difference of both sides goes to zero as ξ Π→∞. By the change of
variables ρ = ξ − µ we can write this as

|BMO(π, ξ)|
v(ξ)k

≈ 1

v(ξ)k

 ∑
ρ∈[0,ξ]I

|BMO(π′1, ρ)|

 · |BMO(π′2, ξ)|. (6.6)

The right-hand side can be written as

1

v(ξ)

 ∑
ρ∈[0,ξ]I

|BMO(π′1, ρ)|
v(ρ)k

′
1

·
(
v(ρ)

v(ξ)

)k′1 · |BMO(π′2, ξ)|
v(ξ)k

′
2

, (6.7)

because k = k′1 + k′2 + 1. Since π′j ∈ NC(n′j , k′j), 1 ≤ k′j ≤ k− 1 and 1 ≤ n′j ≤ n− 1
for j = 1, 2. Hence, by the induction assumption, we know that there exist the
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limits
lim
ρ

Π→∞

|BMO(π′1, ρ)|
v(ρ)k

′
1

= V (π′1), lim
ξ

Π→∞

|BMO(π′2, ξ)|
v(ξ)k

′
1

= V (π′2), (6.8)

which depend only on the partitions π′1 and π′2 and V (π′j) (j = 1, 2) is just the
notation for the limits. Hence, we get equivalently that

lim
ξ

Π→∞

|BMO(π, ξ)|
v(ξ)k

= lim
ξ

Π→∞

1

v(ξ)

 ∑
ρ∈[0,ξ]I

|BMO(π′1, ρ)|
v(ρ)k

′
1

·
(
v(ρ)

v(ξ)

)k′1 · V (π′2) (6.9)

For proving Theorem 6.1 we will show that if lim
ξ

Π→∞

|BMO(π′1, ξ)|
v(ξ)k

′
1

= V (π′1), then the

limit

lim
ξ

Π→∞

1

v(ξ)

∑
ρ∈[0,ξ]I

|BMO(π′1, ρ)|
v(ρ)k

′
1

·
(
v(ρ)

v(ξ)

)k′1
= V (π′1) · γk′1+1 (6.10)

exists. Then it will follow that the limit V (π) := lim
ξ

Π→∞

|BMO(π, ξ)|
v(ξ)k

exists and that

the following recursive formula holds:

V (π) = γk′1+1 · V (π′1) · V (π′2). (6.11)

The proof of (6.10) will be carried out in the following Lemma.

Lemma 6.2. If π ∈ NC(n, k) is a non-crossing partition with k = b(π) blocks,
then for each of the positive symmetric cones Π under consideration the limit

lim
ξ

Π−→∞

1

v(ξ)

∑
ρ∈[0,ξ]I

|BMO(π; ρ)|
v(ρ)k

·
(
v(ρ)

v(ξ)

)k
= V (π) · γk+1, (6.12)

exists, where γk = γk(Π) is the volume characteristic sequence of the cone Π and
the function V = VΠ depends only on the cone Π and the partition π.

Before starting the proof of the Lemma we explain its main idea, which is based
on properties of the Riemann integral. The crucial technical property we will need is
the following. For a partition π ∈ NC(n′) (with 1 ≤ n′ ≤ n−1), let fπ : Π→ R+ be
a continuous positive function on a positive cone Π such that the limit lim

ξ
Π→∞

fπ(ξ) =

V (π) exists. Let I ⊂ Π be the considered discrete subset (c.f. Definition 1.4). Then
we claim that for any k ∈ N there exist (and are equal) the limits

lim
ξ

Π→∞

1

v(ξ)

∑
ρ∈[0,ξ]I

fπ(ρ) ·
(
v(ρ)

v(ξ)

)k
= lim
ξ

Π→∞

1

v(ξ)

∑
ρ∈[0,ξ]I

V (π) ·
(
v(ρ)

v(ξ)

)k
. (6.13)

Both sides are the Riemann integral approximations, thus for the limit on the
right-hand side we have

lim
ξ

Π→∞

∣∣∣∣∣∣ 1

v(ξ)

∑
ρ∈[0,ξ]I

(
v(ρ)

v(ξ)

)k
− 1

v(ξ)

∫
ρ∈[0,ξ]

(
v(ρ)

v(ξ)

)k
dρ

∣∣∣∣∣∣ = 0.

However, by Theorem 1.1 for any ξ ∈ Π

1

v(ξ)

∫
ρ∈[0,ξ]

(
v(ρ)

v(ξ)

)k
dρ =

1

v(ξ)k+1

∫
ρ∈[0,ξ]

v(ρ)kdρ = γk+1
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where γk = γk(Π) is the volume characteristic sequence, which exists for the positive
cone Π, as shown in Kula and Wysoczański (2010). Therefore, the right-hand side
of (6.13) exists and equals V (π)γk+1 .

Our proof that the limit on the left-hand side of (6.13) exists and is equal to
the right-hand side will generalize the scheme given by the following property of
positive continuous functions on the interval [0, 1].

Proposition 6.3. If f ∈ C[0, 1] is a non-negative continuous function and (cn)n≥1

is a convergent sequence with lim
n
cn = c, then

lim
n→∞

1

n

n∑
k=1

ck · f
(
k

n

)
= c

∫ 1

0

f(x) dx. (6.14)

To illustrate the idea we will use for general positive cones, we include the proof
of this simple fact.

Proof : By the assumption, given ε > 0, there exists n0 ∈ N such that for n > n0

we have |cn − c| < ε and

∣∣∣∣∣ 1n
n∑
k=1

f

(
k

n

)
−
∫ 1

0

f(x) dx

∣∣∣∣∣ < ε. Then, for such n > n0,

by splitting the summation we get the estimates

1

n

∣∣∣∣∣
n∑
k=1

(ck − c) · f
(
k

n

)∣∣∣∣∣ ≤ 1

n

n0∑
k=1

|ck−c| ·f
(
k

n

)
+

1

n

n∑
k=n0+1

|ck−c| ·f
(
k

n

)
(6.15)

The first term on the right-hand side, as a finite sum with n0 summands, tends to
0 as n→∞. The second term can be estimated by ε ·

∫ 1

0
f(x) dx. This shows that

the left-hand side tends to 0, and thus, as a consequence, we get the conclusion of
Proposition 6.3. �

In our general case, where the positive reals are replaced by a positive symmetric

cone, we have to consider a similar splitting of the summation
1

v(ξ)

∑
ρ∈[0,ξ]I

fπ(ρ) ·

(
v(ρ)

v(ξ)

)k
, which depends on splitting the interval [0, ξ]I, given µ ∈ [0, ξ]I (the µ

plays the role of n0). However, in the partial ordered setting, the splitting is of the
form

[0, ξ]I = [0, µ]I ∪ (µ, ξ]I ∪ {ρ ∈ [0, ξ]I : ρ � µ}. (6.16)

The first two terms on the right-hand side play the same role as in the splitting
([0, n] ∩ N) = ([0, n0] ∩ N) ∪ ((n0, n] ∩ N), but the third term {ρ ∈ [0, ξ]I : ρ � µ}
introduces a new factor into play.

Now, for a given partition π ∈ NC(n; k), we specify the continuous function

fπ : Π→ [0, 1] by putting fπ(ρ) :=
|BMO(π; ρ)|
v(ρ)k

, ρ ∈ Π, for which we have formulated

Lemma 6.2.

Proof of Lemma 6.2: We start the proof with considerations which are common for
all three classes of the positive cones. For a non-crossing partition π ∈ NC(n, k),
observe that because of the volume characteristic property (Theorem 1.1) it suffices
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to show that, approximately,

1

v(ξ)

∑
ρ∈[0,ξ]I

|BMO(π; ρ)|
v(ρ)k

·
(
v(ρ)

v(ξ)

)k
≈ V (π)

1

v(ξ)

∑
ρ∈[0,ξ]I

(
v(ρ)

v(ξ)

)k
, (6.17)

since

γk+1 :=
1

v(ξ)

∫ ξ

0

(
v(ρ)

v(ξ)

)k
dρ ≈ 1

v(ξ)

∑
ρ∈[0,ξ]I

(
v(ρ)

v(ξ)

)k
. (6.18)

Given ε > 0, let µ ∈ I be such that if ρ � µ, then
∣∣∣∣ |BMO(π; ρ)|

v(ρ)k
− V (π)

∣∣∣∣ < ε. Then,

for such µ we will split the summation on the left-hand side of (6.12) into the sum
of three terms

1

v(ξ)

∑
ρ∈[0,ξ]I

|BMO(π; ρ)|
v(ρ)k

(
v(ρ)

v(ξ)

)k
=

1

v(ξ)

∑
ρ∈[µ,ξ]I

|BMO(π; ρ)|
v(ρ)k

(
v(ρ)

v(ξ)

)k
(6.19)

+
1

v(ξ)

∑
ρ∈[0,µ]I

|BMO(π; ρ)|
v(ρ)k

(
v(ρ)

v(ξ)

)k
+

1

v(ξ)

∑
µ�ρ∈[0,ξ]I

|BMO(π; ρ)|
v(ρ)k

(
v(ρ)

v(ξ)

)k
. (6.20)

We first consider the second line, i.e. the two terms in (6.20). The first term is easy
to estimate, since the sum is finite (as the set [0, µ]I is finite) and summands are

bounded by 1, so it can be estimated from above by
v(µ)

v(ξ)
. Therefore it tends to

zero, since v(ξ)→∞ as a consequence of the definition of ξ Π−→∞. The next step
of the proof will be to show that the second term in (6.20) tends to zero, and this
will be done in Lemma 6.4 below separately for each case. Having done that, we
will conclude that both sides of (6.19) are approximately equal, and thus we will
be able to write

1

v(ξ)

∑
ρ∈[0,ξ]I

∣∣∣∣ |BMO(π; ρ)|
v(ρ)k

− V (π)

∣∣∣∣ (v(ρ)

v(ξ)

)k

≈ 1

v(ξ)

∑
ρ∈[µ,ξ]I

∣∣∣∣ |BMO(π; ρ)|
v(ρ)k

− V (π)

∣∣∣∣ (v(ρ)

v(ξ)

)k
.

(6.21)

Here the two sides differ only in the range of summation of the variable ρ. By the
choice of µ, the right-hand side of this expression can be estimated from above by

ε · 1

v(ξ)

∑
ρ∈[µ,ξ]I

(
v(ρ)

v(ξ)

)k
≤ ε · 1

v(ξ)

∑
ρ∈[0,ξ]I

(
v(ρ)

v(ξ)

)k
→ ε · γk+1, (6.22)

where the second approximation comes from the volume characteristic theorem. As
a consequence, the left-hand side of (6.21) tends to zero, which is equivalent to the
conclusion of Lemma 6.2.

Therefore in what follows we will show the following property.

Lemma 6.4. Given π ∈ NC(n; k), suppose that for ever ε > 0, there exists µ ∈ I
such that ∣∣∣∣ |BMO(π; ρ)|

v(ρ)k
− V (π)

∣∣∣∣ < ε if ρ � µ. (6.23)
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Then, for each of the considered three classes of positive symmetric cones, we have

lim
ξ

Π−→∞

1

v(ξ)

∑
µ�ρ∈[0,ξ]I

|BMO(π; ρ)|
v(ρ)k

(
v(ρ)

v(ξ)

)k
= 0. (6.24)

Proof of Lemma 6.4 for Π = Rd+. We will use the notation ξ := (a1 ≤ · · · ≤ ad),
ρ := (b1 ≤ · · · ≤ bd), µ := (c1 ≤ · · · ≤ cd) ∈ I := Nd, a := v(ξ) = a1 · · · ad and,
omitting the lim symbol, write (6.24) as

1

v(ξ)

∑
µ�ρ∈[0,ξ]I

|BMO(π; ρ)|
v(ρ)k

(
v(ρ)

v(ξ)

)k
=

1

a

∑
µ�ρ∈[0,ξ]I

|BMO(π; ρ)|
v(ρ)k

d∏
j=1

(
bj
aj

)k
. (6.25)

The right-hand side is a sum of positive terms and to show that it tends to 0 we
first write it as

1

a

∑
µ�ρ∈[0,ξ]I

d∏
j=1

(
bj
aj

)k
=

d∏
j=1

1

aj

∑
bj

(
bj
aj

)k
. (6.26)

We omit the range of summation for bj , but it is understood that it is so that the
condition µ � ρ ∈ [0, ξ]I is satisfied. In these sums bj ≤ aj in general, so for every

1 ≤ j ≤ d we have 1
aj

∑
bj

(
bj
aj

)k
≤ 1. However, since ρ � µ, there is at least one

index 1 ≤ i ≤ d such that 0 ≤ bi ≤ ci. Then bi
ai
≤ ci

ai
≤ cd

a1
, which is a uniform

estimate independent of ρ. Hence, the right-hand side of (6.26) is estimated from

above by
(
cd
a1

)k
, which tends to 0 as a1 → ∞. Therefore, the right-hand side of

(6.26) tends to zero as ξ Π−→ ∞. Thus the conclusion of Lemma 6.4 follows for
Π = Rd+. �

Proof of Lemma 6.4 for Π = Λ1
d. The estimate

0 ≤ |BMO(π; ρ)|
vd(ρ)k

(
vd(ρ)

vd(ξ)

)k
≤ 1 (6.27)

gives that

0 ≤ 1

vd(ξ)

∑
µ�ρ∈[0,ξ]I

|BMO(π; ρ)|
vd(ρ)k

(
vd(ρ)

vd(ξ)

)k
≤ |Ω(ξ, µ)|

vd(ξ)
. (6.28)

Therefore, it suffices to show that

lim
ξ

Π→∞

|Ω(ξ, µ)|
vd(ξ)

= 0, (6.29)

Given µ ∈ [0, ξ]I, let Ω(ξ, µ) := {ρ ∈ [0, ξ]I : ρ � µ} and observe that

Ω(ξ, µ) = [0, ξ]I \ ([µ, ξ]I ∪ [0, µ]I) , (6.30)

so that
Ω(ξ, µ)

vd(ξ)
≈ 1− vd(ξ − µ)

vd(ξ)
− vd(µ)

vd(ξ)
. (6.31)

The last term on the right-hand side goes to zero since the numerator is fixed.
Hence it suffices to prove that

lim
ξ

Π→∞

vd(ξ − µ)

vd(ξ)
= 1. (6.32)
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With the notation ξ := (t;x), µ := (s; y) ∈ I := N× Zd ∩ Λ1
d we have that vd(ξ) =

cd(t
2 − ‖x‖2)

d+1
2 , hence we can write this as

lim
ξ

Π→∞

(
(t− s)2 − ‖x− y‖2

t2 − ‖x‖2

) d+1
2

= 1, (6.33)

which is equivalent to

lim
ξ

Π→∞

(t− s)2 − ‖x− y‖2

t2 − ‖x‖2
= 1, (6.34)

and to

lim
ξ

Π→∞

(t− s)2 − ‖x− y‖2 − t2 + ‖x‖2

t2 − ‖x‖2
= 0. (6.35)

Obviously (6.35) will follow if we prove that

lim
ξ

Π→∞

s2 − 2ts

t2 − ‖x‖2
= 0 = lim

ξ
Π→∞

‖x‖2 − ‖x− y‖2

t2 − ‖x‖2
. (6.36)

Assume that lim
ξ

Π→∞
(t − ‖x‖) = +∞, then also lim

ξ
Π→∞

(t + ‖x‖) = +∞. For proving

(6.36) we write

s2 − 2ts

t2 − ‖x‖2
=

s2 − 2ts

t+ ‖x‖
· 1

t− ‖x‖
,

‖x‖2 − ‖x− y‖2

t2 − ‖x‖2
=
‖x‖2 − ‖x− y‖2

t+ ‖x‖
· 1

t− ‖x‖
,

and observe that the first terms on the right-hand side are bounded, while the
second tend to zero. �

Proof of Lemma 6.4 for Π = Symm+
d (R). It is known (see Horn and Johnson, 1985,

Corollary 7.7.4) that the partial order ρ � ξ for positive definite real symmetric
matrices ξ, ρ ∈ Symm+

d (R) implies that their ordered eigenvalues can be compared.
On the other hand, the product of the eigenvalues (i.e. the determinant) of ξ ∈
Symm+

d (R) gives the volume of the interval [0, ξ]. However, for our proof we only
need the following simple property of the partial order, which is well known, and
also easily follows from the above-mentioned Corollary in Horn and Johnson (1985).
Namely, if ξ ∈ Π has ordered eigenvalues 0 ≤ ξ1 ≤ · · · ≤ ξd, then a · I �Π ξ �Π b · I
for any a ≤ ξ1 ≤ ξd ≤ b where I is the identity d× d matrix.

For proving Lemma 6.4 in this case assume that µ ∈ Π is so that for µ � ρ we

have
∣∣∣∣BMO(π; ρ)

v(ρ)k
− V (π)

∣∣∣∣ < ε. Let a = ‖µ‖ be the largest eigenvalue (operator norm)

of the positive definite matrix µ. Then µ � aI, so that for aI � ρ the condition∣∣∣∣BMO(π; ρ)

v(ρ)k
− V (π)

∣∣∣∣ < ε is also satisfied. As before, for proving Lemma 6.4 it suffices

to show that

lim
ξ

Π−→∞

1

v(ξ)

∑
µ�ρ∈[0,ξ]I

|BMO(π; ρ)|
v(ρ)k

(
v(ρ)

v(ξ)

)k
= 0. (6.37)

Recall that each term in the summation is less than or equal 1. Since ρ � µ implies
that either ρ ≺ aI or ρ � aI, the summation above will be estimated from above
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by the summation over ρ ∈ [0, ξ]I where either 0 � ρ � aI or ρ � aI. However, for
0 � ρ � aI the sum is finite, hence

lim
ξ

Π−→∞

1

v(ξ)

∑
aI�ρ∈[0,ξ]I

|BMO(π; ρ)|
v(ρ)k

(
v(ρ)

v(ξ)

)k
= 0. (6.38)

Therefore, we only need to show that

lim
ξ

Π−→∞

1

v(ξ)

∑
aI�ρ∈[0,ξ]I

|BMO(π; ρ)|
v(ρ)k

(
v(ρ)

v(ξ)

)k
= 0. (6.39)

Let 0 ≤ ρ1 ≤ · · · ≤ ρd be the eigenvalues of a given ρ with aI � ρ ∈ [0, ξ]I. Then it
cannot be ρj ≥ a for all 1 ≤ j ≤ d, since then it would be ρ � aI. Hence, for each
such ρ there exists 1 ≤ i ≤ d such that ρi < a, and, if 0 < ξ1 ≤ · · · ≤ ξd are the
eigenvalues of ξ, then this implies the estimate 0 < ρi

ξi
< a

ξi
≤ a

ξ1
, which is uniform

for all such ρ. Moreover, since v(ρ)
v(ξ) =

(∏d
j=1

ρj
ξj

)s
and ρj

ξj
≤ 1 for 1 ≤ j ≤ d,

the summation in (6.39) is estimated from above by
(
a
ξ1

)sk
, which tends to 0 as

ξ
Π−→∞. This proves Lemma 6.4 for the positive symmetric cone Symm+

d (R). �

In this fashion, we have also proved Lemma 6.2. �

Since the Lemma was the only remaining ingredient for proving Theorem 6.1,
we conclude that this theorem holds. �

7. Final remarks

The results of this paper can be easily extended to two classes of non-symmetric
cones, studied in Oussi and Wysoczański (2019), for which the volume characte-
ristic was determined. In particular, for the sectorial cones Ωnu := {

∑n
j=1 ajuj :

a1, . . . , an ≥ 0}, defined by a collection u := (u1, . . . , un) of linearly indepen-
dent vectors u1, . . . , un ∈ Rn, whose determinant D = det(u) = det(u1, . . . , un) is
positive, one gets γk(Ωnu) = 1

D·kn . The same can be done for the circular cones
Cnθ := {(t;x) ∈ R+ × Rn : ‖x‖ ≤ t · tan θ}, for which the volume characteristic
sequence is the same as for the Lorentz cones Λn1 .

It is still to be investigated the volume characteristic property for the remaining
positive symmetric cones (according to the classification in Faraut and Korányi,
1994), namely for the hermitian positive definite n × n matrices with complex
entries or with quaternionic entries (n ∈ N), and the exceptional 3 × 3 matrices
with octonion entries. This would be the necessary ingredient in our method of
proving the bm-LSN for these positive cones.

Here we list some open problems:

(1) determine the bm-LSN limit measures for every positive cone in question,
(2) find the volume characteristic for any positive symmetric cone,
(3) extend bm-LSN to operator-valued random variables,
(4) find bm-convolution of measures and prove related bm-LSN,
(5) find operator models for bm-LSN for positive symmetric cones.
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