BSDEs with jumps and two completely separated irregular barriers in a general filtration
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Abstract. We consider a doubly reflected backward stochastic differential equations with jumps and two completely separated optional barriers in a general filtration that supports a one-dimensional Brownian motion and an independent Poisson random measure. We suppose that the barriers have trajectories with left and right finite limits. We provide the existence and uniqueness result when the coefficient is stochastic Lipschitz by using a penalization method.

1. Introduction

Backward Stochastic Differential Equations (BSDEs in short) were introduced (in the linear case) by Bismut (1973). The non-linear case was developed by Pardoux and Peng (1990). These equations have attracted great interest due to their connections with mathematical finance (e.g., El Karoui et al., 1997c; El Karoui and Quenez, 1997), stochastic control and stochastic games (e.g., Bismut, 1973) and partial differential equations (e.g., Pardoux and Peng, 1992). Further, El Karoui et al. (1997a) have introduced the notion of reflected BSDEs (RBSDEs in short), which is a BSDE but the solution is forced to stay above a given process called barrier (or obstacle). Once more under square integrability of the terminal condition and the barrier and Lipschitz property on the coefficient, the authors have proved the existence and uniqueness results in the case of a Brownian filtration and a continuous barrier. Later, there have been several extensions of this work to the case of a discontinuous barrier (see for example Hamadène, 2002; Hamadène...
and Ouknine, 2003, 2016; Essaky, 2008). In all the above-mentioned works on RBSDEs, an assumption of right continuity of the barrier is made. Furthermore, Grigoriou et al. (2017) have presented a new extension of the theory of RBSDEs to the case where the barrier is not necessarily right-continuous "just right upper-semicontinuous (r.u.s.c in short)". In this work, the authors have studied the existence and uniqueness result under the Lipschitz assumption on the coefficient. On the other hand, Baadi and Ouknine (2017, 2018) have considered the case of RBSDEs with r.u.s.c barrier in a general filtration. The more general case, when we do not make any regularity assumptions on the barrier, has been studied by Grigoriou et al. (2020). Recently, Marzougue and El Otmani (2019) have discussed RBSDEs with r.u.s.c barrier under the so-called stochastic Lipschitz coefficient introduced by El Karoui and Huang (1997). On the other hand, Klimsiak et al. (2019) have proved that the solution of RBSDEs with optional barrier may be approximate by a modified penalization method. Very recently, Marzougue and El Otmani (2020a) have discussed the case of RBSDEs with general filtration where the barrier is assumed to be predictable and not necessarily right-continuous. Another interested work of RBSDEs with optional semimartingale barrier has been studied by Akdim et al. (2020). It is well known that RBSDEs have been proven to be powerful tools in mathematical finance (e.g., El Karoui et al., 1997b), mixed game problems (e.g., Hamadène and Lepeltier, 2000), providing a probabilistic formula for the viscosity solution of an obstacle problem for a class of parabolic partial differential equations (e.g., El Karoui et al., 1997a) and dynamic risk measures (e.g., Quenez and Sulem, 2014).

Doubly reflected BSDEs (DRBSDEs in short) have been introduced by Cvitanić and Karatzas (1996) in the case of continuous barriers, a Brownian filtration and a Lipschitz coefficient. The solutions of such equations are constrained to stay the first component of solutions between the lower barrier $\xi$ and the upper barrier $\zeta$. Many efforts have been made to relax the assumptions on the coefficient and barriers, namely Bahlali et al. (2005); Essaky et al. (2005); Hamadène and Hassoani (2005, 2006); Li and Shi (2016); Marzougue and El Otmani (2017) and so on and so forth. In the case of discontinuous barriers, Hamadène and Wang (2009) have showed the existence and the uniqueness of a solution when the barriers and their left limits are completely separated. Recently, Marzougue and El Otmani (2020b) have established the existence and uniqueness of the solution to DRBSDEs with jumps and right-continuous completely separated barriers under stochastic Lipschitz coefficient. Later, Grigoriou et al. (2018) have formulated a notion of DRBSDEs where the barriers are not necessarily right-continuous. The authors have showed the existence and uniqueness of the solution of these equations under the so-called Mokobodski’s condition (assuming the existence of two strong supermartingales whose difference is between $\xi$ and $\zeta$) and a Lipschitz driver in a general filtration. Recently, Marzougue and El Otmani (2018) have obtained the corresponding existence and uniqueness results of DRBSDEs studied by Grigoriou et al. (2018) but under stochastic Lipschitz coefficient. Very recently, Arharas et al. (2021) have discussed the case of DRBSDEs with general filtration where the barriers are assumed to be predictable and not necessarily right-continuous. On the other hand, Klimsiak et al. (2020) have proved that the solution of DRBSDEs with optional barriers may be approximate by a modified penalization method.
As application, Grigorova et al. (2018) have proved that if $\xi$ and $-\zeta$ are r.n.s.c then there exists a (common) value function for the corresponding $\mathcal{E}^f$-Dynkin game problem, that is

$$V(\theta) = \underset{\nu \in T_{[\theta, T]} \setminus \tau \in T_{[\theta, T]}}{\text{ess inf}} \text{ess sup} \mathcal{E}^f_{\theta, \tau \wedge \nu}[J(\tau, \nu)] = \underset{\tau \in T_{[\theta, T]} \setminus \nu \in T_{[\theta, T]}}{\text{ess sup}} \text{ess inf} \mathcal{E}^f_{\theta, \tau \wedge \nu}[J(\tau, \nu)]$$

where $\mathcal{E}^f_{\theta, \tau \wedge \nu}[\cdot]$ denotes the non-linear $f$-expectation at time $t$ where the terminal time is $\tau \wedge \nu$, $J(\tau, \nu)$ is the terminal payoff of the game (at stopping time $\tau \wedge \nu$) and $T_{[\theta, T]}$ is the collection of all stopping times $\tau$ with values between $\theta$ and $T$ ($T > 0$ is a fixed horizon).

In the general case where the barriers do not satisfy any regularity assumptions, the solution of the DRBSDE is related to the value of "an extension" of the previous non-linear game problem over a larger set of "stopping strategies" than the set of stopping times. In this context, Grigorova et al. (2018) introduced the notion of stopping system which is an example of divided stopping time in the sense of El Karoui (1981) and the recent work of Marzougue (2020). Briefly, we recall the definition of stopping system: given $\tau \in T_{[0, T]}$ be a stopping time and $H$ be a set of $\mathcal{F}_\tau$, we say that $\rho := (\tau, H)$ be a stopping system if $H^c \cap \{\tau = T\} = \emptyset$ where $H^c$ denote the complement of $H$ in $\Omega$. Now, let us have a look at the zero-sum game problem where the set of "stopping strategies" of the agents is the set of stopping systems. More precisely, for two stopping systems $\rho := (\tau, H)$ and $\rho' := (\nu, H')$, we define the payoff $J(\rho, \rho')$ by

$$J(\rho, \rho') = \xi^u \mathbb{1}_{\{\tau \leq \nu\}} + \zeta^l \mathbb{1}_{\{\nu < \tau\}}$$

with $\xi^u := \xi^H + \hat{\xi}^H \mathbb{1}_{H^c}$ and $\zeta^l := \zeta^H + \check{\zeta}^H \mathbb{1}_{H^c}$ where $\hat{\xi}$ denote the right upper-semicontinuous envelope of $\xi$ (i.e. $\hat{\xi}_t := \limsup_{s \downarrow t, s > t} \xi_s$) and $\check{\zeta}$ denote the right lower-semicontinuous envelope of $\zeta$ (i.e. $\check{\zeta}_t := \liminf_{s \downarrow t, s < t} \zeta_s$). From Grigorova et al. (2018), the payoff is assessed by an $f$-expectation, where $f$ is a Lipschitz driver, and the $\mathcal{E}^f$-Dynkin game (over the set of stopping systems) has a unique (common) value function, that is

$$V(\theta) = \underset{\rho' \in S_{\rho}}{\text{ess inf}} \text{ess sup} \mathcal{E}^f_{\theta, \tau \wedge \nu}[J(\rho, \rho')] = \underset{\rho \in S_{\rho}}{\text{ess sup}} \text{ess inf} \mathcal{E}^f_{\theta, \tau \wedge \nu}[J(\rho, \rho')]$$

where $S_{\rho}$ is the set of all stopping systems $\rho := (\tau, H)$ such that $\theta \leq \tau$. An interesting question is how to be the value function of the $\mathcal{E}^f$-Dynkin game when $f$ is given stochastic Lipschitz. To this aim, since the value of $\mathcal{E}^f$-Dynkin game is interpreting by the solution of the DRBSDEs, we purpose to studying DRBSDEs with jumps and two completely separated irregular barriers under a stochastic Lipschitz coefficient in a general filtration (not necessarily quasi left-continuous). We show the existence and uniqueness of the solution by using a penalization method. Moreover, we investigate a comparison theorem for the solutions.

The paper is organized as follows: In Section 2, we give some notations and assumptions needed in this paper, and we define our DRBSDE. Section 3 is devoted to solve our DRBSDEs under our assumptions supposed for the data. In Section 4, we give the comparison theorem for the solutions of DRBSDEs.
2. Preliminaries

Let \( T \) strictly positive real number. Let \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \leq T}, \mathbb{P})\) be a filtered probability space. The filtration \((\mathcal{F}_t)_{t \leq T}\) is assumed to be complete, right continuous and generated by one-dimensional Brownian motion \((B_t)_{t \leq T}\) and an independent Poisson random measure \(\mu(dt, de)\) with compensator \(\lambda(de)dt\). We denote by \(\tilde{\mu}(dt, de)\) the compensated process, i.e. \(\tilde{\mu}(dt, de) := \mu(dt, de) - \lambda(de)dt\). Let \((\mathcal{U}, \mathcal{B})\) be a measurable space equipped with a \(\sigma\)-finite positive measure \(\lambda\). We will denote by

- \(|\cdot|\) the Euclidian norm on \(\mathbb{R}^d\).
- \(T_{[t, T]}\) the set of stopping times \(\tau\) such that \(\tau \in [t, T]\).
- \(\mathcal{P}\) (resp. \(\text{Prog}\)) the predictable (resp. progressive) \(\sigma\)-algebra on \(\Omega \times [0, T]\).
- \(\mathcal{B}(\mathbb{R}^d)\) the Borelian \(\sigma\)-algebra on \(\mathbb{R}^d\).
- \(\mathcal{L}_\lambda\) the set of \(U \otimes \mathcal{B}(\mathbb{R})\)-measurable mapping \(V: \mathcal{U} \to \mathbb{R}\) such that \(\|V\|_\lambda^2 = \int_{\mathcal{U}} |V(e)|^2 \lambda(de) < +\infty\).
- \(\mathcal{B}(\mathcal{L}_\lambda)\) the Borelian \(\sigma\)-algebra on \(\mathcal{L}_\lambda\).
- \(\mathcal{M}\) the set of càdlàg local martingales orthogonal with respect to \(B\) and \(\tilde{\mu}\), i.e. if \(M \in \mathcal{M}\) then \(\langle M, B, \rangle = 0\) and \(\langle M, \int_0^T V_s \mu(ds, de)\rangle = 0\) for all \(V \in \mathcal{L}_\lambda\).

Let’s introduce some spaces:

- \(\mathcal{M}^2\) is the subspace of \(\mathcal{M}\) of all martingales \((M_t)_{t \leq T}\) such that 
  \[ \|M\|^2_{\mathcal{M}^2} = \mathbb{E}(M)_T = \mathbb{E}[M]_T < +\infty. \]
- \(\mathcal{H}^2\) is the space of \(\mathbb{R}\)-valued and predictable processes \((Z_t)_{t \leq T}\) such that 
  \[ \|Z\|^2_{\mathcal{H}^2} = \mathbb{E} \left[ \int_0^T |Z_t|^2 dt \right] < +\infty. \]
- \(\mathcal{S}^2\) is the space of \(\mathbb{R}\)-valued and optional processes \((K_t)_{t \leq T}\) such that 
  \[ \|K\|^2_{\mathcal{S}^2} = \mathbb{E} \left[ \text{ess sup}_{\tau \in T_{[0, T]}} |K_\tau|^2 \right] < +\infty. \]
- \(\mathcal{L}^2\) is the space of \(\mathbb{R}\)-valued and \((\mathcal{P} \otimes \mathcal{U}, \mathcal{B}(\mathbb{R}))\)-measurable processes \(V: \Omega \times [0, T] \times \mathcal{U} \to \mathbb{R}\) such that 
  \[ \|V\|^2_{\mathcal{L}^2} = \mathbb{E} \left[ \int_0^T \|V_t\|^2_\lambda dt \right] < +\infty. \]

Let \(\beta > 0\) and \((a_t)_{t \leq T}\) be a nonnegative \(\mathcal{F}_t\)-adapted process. We define the increasing continuous process \(A_t := \int_0^t a_s^2 ds\), for all \(t \leq T\) and we introduce the following spaces:

- \(\mathcal{S}^2_\beta\) is the space of \(\mathbb{R}\)-valued and optional processes \((Y_t)_{t \leq T}\) such that 
  \[ \|Y\|^2_{\mathcal{S}^2_\beta} = \mathbb{E} \left[ \text{ess sup}_{\tau \in T_{[0, T]}} e^{\beta A_\tau} |Y_\tau|^2 \right] < +\infty. \]
- \(\mathcal{S}^{2, A}_\beta\) is the space of \(\mathbb{R}\)-valued and optional processes \((Y_t)_{t \leq T}\) such that 
  \[ \|Y\|^2_{\mathcal{S}^{2, A}_\beta} = \mathbb{E} \left[ \int_0^T e^{\beta A_t} |Y_t|^2 dA_t \right] < +\infty. \]
\begin{itemize}
  \item $\mathcal{H}_\beta^2$ is the space of $\mathbb{R}$-valued and predictable processes $(Z_t)_{t \leq T}$ such that
  \[
  \|Z\|_{\mathcal{H}_\beta^2}^2 = \mathbb{E} \left[ \int_0^T e^{\beta A_t} |Z_t|^2 \, dt \right] < +\infty.
  \]
  \item $\mathcal{L}_\beta^2$ is the space of $\mathbb{R}$-valued and $(\mathcal{P} \otimes \mathcal{B}(\mathbb{R}))$-measurable processes $V : \Omega \times [0,T] \times \mathcal{U} \to \mathbb{R}$ such that
  \[
  \|V\|_{\mathcal{L}_\beta^2}^2 = \mathbb{E} \left[ \int_0^T e^{\beta A_t} |V_t|^2 \, dt \right] < +\infty.
  \]
  \item $\mathcal{M}_\beta^2$ is the subspace of $\mathcal{M}^2$ of all càdlàg martingales $(M_t)_{t \leq T}$ such that
  \[
  \|M\|_{\mathcal{M}_\beta^2}^2 = \mathbb{E} \left[ \int_0^T e^{\beta A_t} d[M]_t \right] < +\infty.
  \]
  \item $\mathfrak{B}_\beta^2 = \mathcal{S}_\beta^2 \cap \mathcal{S}_\beta^{2A}$.
\end{itemize}

A function $f$ is said to be a stochastic Lipschitz driver if

(i) $f : \Omega \times [0,T] \times \mathbb{R} \times \mathbb{R} \times \mathcal{L}_\lambda \to \mathbb{R}$, $(\omega, t, y, z, v) \mapsto f(\omega, t, y, z, v)$ is $\text{Prog} \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(\mathcal{L}_\lambda)$-measurable.

(ii) There exist three nonnegative $\mathcal{F}_t$-adapted processes $(\theta_t)_{t \leq T}$, $(\gamma_t)_{t \leq T}$ and $(\eta_t)_{t \leq T}$ such that for all $(t, y, z, v, y', z', v') \in [0,T] \times \mathbb{R}^4 \times \mathcal{L}_\lambda \times \mathcal{L}_\lambda$

\[
|f(t, y, z, v) - f(t, y', z', v')| \leq \theta_t |y - y'| + \gamma_t |z - z'| + \eta_t ||v - v'||_\lambda.
\]

(iii) For all $t \in [0,T]$ there exists $\epsilon > 0$ such that $a_t^2 := \theta_t + \gamma_t^2 + \eta_t^2 \geq \epsilon$.

(iv) One has

\[
\forall t \in [0,T], \quad \frac{f(t, 0,0,0)}{a_t} \in \mathcal{H}_\beta^2.
\]

A process $\gamma : \Omega \times [0,T] \to \mathbb{R}$ is said to be regulated process (or we say: $\gamma$ has regulated trajectories) if $\gamma$ has a left limit in each point of $[0,T]$, and a right limit in each point of $[0,T]$. For a process $\gamma$ with regulated trajectories, we denote

- $\gamma_\leftarrow = \lim_{s \uparrow t} \gamma_s$ the left-hand limit of $\gamma$ at $t \in [0,T]$, $(\gamma_\leftarrow)_t = \gamma_\leftarrow$, $\gamma_\leftarrow := (\gamma_\leftarrow)_{t \leq T}$ and $\Delta \gamma_t := \gamma_t - \gamma_{t-}$ the size of the left jump of $\gamma$ at $t$.
- $\gamma_\rightarrow = \lim_{s \downarrow t} \gamma_s$ the right-hand limit of $\gamma$ at $t \in [0,T]$, $(\gamma_\rightarrow)_t = \gamma_\rightarrow$, $\gamma_\rightarrow := (\gamma_\rightarrow)_{t \leq T}$ and $\Delta_+ \gamma_t := \gamma_{t+} - \gamma_t$ the size of the right jump of $\gamma$ at $t$.
- For all $t \leq T$, $\gamma_t = \gamma^* + \sum_{s \leq t} \Delta_+ \gamma_s$ where $\gamma^*$ is the right-continuous part of the process $\gamma$ and $\sum_{s \leq t} \Delta_+ \gamma_s$ stands its purely jumping part consisting of right jumps such that $\sum_{s \leq t} |\Delta_+ \gamma_s| < +\infty$ a.s.

Let $\xi = (\xi_t)_{t \leq T}$ and $\zeta = (\zeta_t)_{t \leq T}$ be two regulated process such that $\xi_t \leq t \leq \xi_T$ for all $t \leq T$ a.s. with $\xi_T = \zeta_T$ a.s. We suppose that $\xi^+ \in \mathcal{S}_\beta^2$ and $\zeta^- \in \mathcal{S}_\beta^2$ where $\xi^+ = \sup \{\xi, 0\}$ and $\zeta^- = \sup \{-\zeta, 0\}$. A pair of process $(\xi, \zeta)$ will be called a pair of irregular barriers.

**Definition 2.1.** Let $f$ be a stochastic Lipschitz driver and $(\xi, \zeta)$ be a pair of irregular barriers. A process $(Y, Z, V, M, K^+, K^-)$ is said to be a solution to doubly
reflected BSDE associated with parameters \((f, \xi, \zeta)\) if
\[
(i) (Y, Z, V, M, K^+, K^-) \in \mathcal{B}_3^2 \times \mathcal{H}_3^2 \times \mathcal{L}_3^2 \times \mathcal{M}_3^2 \times \mathcal{S}^2 \times \mathcal{S}^2,
\]
\[
(ii) Y_t = \xi_T + \int_t^T f(s, Y_s, Z_s, V_s) ds + (K^+_T - K^-_T) - \int_t^T Z_s dB_s
\]
\[
- \int_t^T \int_{\mathcal{U}} V_s(e) \tilde{\mu}(ds, de) - \int_t^T dM_s,
\]
\[
(iii) \xi_t \leq Y_t \leq \xi_t \quad \forall t \leq T \text{ a.s.},
\]
\[
(iv) \text{Skorokhod conditions:}
\]
\[
\begin{align*}
&\int_0^T (Y_t - \xi_t) dK_t^+ + \sum_{t<T} (Y_t - \xi_t) \Delta K_t^+ = 0 \ a.s., \\
&\int_0^T (\xi_t - Y_t) dK_t^- + \sum_{t<T} (\xi_t - Y_t) \Delta K_t^- = 0 \ a.s.
\end{align*}
\]

3. Existence and uniqueness of solution to DRBSDEs with irregular barriers

The proof of existence and uniqueness result to DRBSDEs with two irregular barriers \((\xi, \zeta)\) will be proved in two steps. Firstly, we consider the case where the driver \(f\) does not depend on \((y, z, v)\) and we prove the corresponding result by means a modified penalization method. Secondly, by using fixed point theorem, we prove the main result.

3.1. Penalization method for DRBSDEs with coefficient independent of the solution.

Let \(f(t, y, z, v) := g(t)\) with \(\frac{\partial}{\partial v} \in \mathcal{H}_3^2\). In what follows, we assume that the irregular barriers \(\xi\) and \(\zeta\) are strictly separated processes, i.e.
\[
\xi_t < \zeta_t, \quad \xi_{t-} < \zeta_{t-} \quad \text{and} \quad \xi_{t+} < \zeta_{t+}.
\]

Remark 3.1. The strictly separated assumption on the barriers can be strengthen by the existence of a semimartingale
\[
R_t = R_0 + \int_0^t Z_s dB_s + \int_0^t \int_{\mathcal{U}} V_s(e) \tilde{\mu}(ds, de) + \int_0^t dM_s - J_+^t + J_-^t, \quad R_T = \xi_T,
\]
with \((Z, V, M) \in \mathcal{H}^2 \times \mathcal{L}^2 \times \mathcal{M}^2\) and \(J_0^+ = 0\) are two nondecreasing processes satisfying \(\mathbb{E}[|J_T^+|^2] < +\infty\) such that
\[
\xi_t \leq R_t \leq \zeta_t \quad 0 \leq t \leq T.
\]

By inspiring on Klionski et al. (2020) (section 4.2), we consider approximation of the solution to DRBSDE associated with parameters \((g, \xi, \zeta)\) by a modified penalization scheme of the following version
\[
Y^n_t = \xi_T + \int_t^T g(s) ds - \int_t^T Z^n_s dB_s - \int_t^T \int_{\mathcal{U}} V^n_s(e) \tilde{\mu}(ds, de) - \int_t^T dM^n_s
\]
\[
+ n \int_t^T (Y^n_s - \xi_s)^- ds + \sum_{t \leq \sigma_n, t < T} (Y^n_{\sigma_n, +} - \xi_{\sigma_n, -})^- \]
\[
- n \int_t^T (Y^n_s - \xi_s)^+ ds - \sum_{t \leq \rho_n, t < T} (Y^n_{\rho_n, +} - \xi_{\rho_n, -})^+,
\]

(3.1)
where \( \{\sigma_{n,i}\} \) and \( \{\rho_{n,i}\} \) are arrays of stopping times exhausting right-jumps of \( \xi \) and \( \zeta \) respectively defined, for each \( n \in \mathbb{N} \), inductively by:

\[
\begin{align*}
\sigma_{n,0} &= 0, \\
\sigma_{1,i} &= \inf\{t > \sigma_{1,i-1} \mid \Delta_+ \xi_t < -1\} \land T, \quad i = 1, \ldots, k_1 \\
\sigma_{n+1,i} &= \inf\{t > \sigma_{n+1,i-1} \mid \Delta_+ \xi_t < -\frac{1}{n+1}\} \land T, \quad i = 1, \ldots, j_{n+1}
\end{align*}
\]

with \( k_1 \in \mathbb{N} \) and \( j_{n+1} \) is chosen so that \( \mathbb{P}(\sigma_{n+1,j_{n+1}} < T) \to 0 \) as \( n \to +\infty \) and

\[
\sigma_{n+1,i} = \sigma_{n+1,j_{n+1}} \lor \sigma_{n,i,j_{n+1}}, \quad i = j_{n+1} + 1, \ldots, k_{n+1}, \quad k_{n+1} = j_{n+1} + k_n,
\]

and

\[
\begin{align*}
\rho_{n,0} &= 0, \\
\rho_{1,i} &= \inf\{t > \rho_{1,i-1} \mid \Delta_+ \zeta_t > 1\} \land T, \quad i = 1, \ldots, k_1 \\
\rho_{n+1,i} &= \inf\{t > \rho_{n+1,i-1} \mid \Delta_+ \zeta_t > \frac{1}{n+1}\} \land T, \quad i = 1, \ldots, j_{n+1}
\end{align*}
\]

with \( k_1 \in \mathbb{N} \) and \( j_{n+1} \) is chosen so that \( \mathbb{P}(\rho_{n+1,j_{n+1}} < T) \to 0 \) as \( n \to +\infty \) and

\[
\rho_{n+1,i} = \rho_{n+1,j_{n+1}} \lor \rho_{n,i,j_{n+1}}, \quad i = j_{n+1} + 1, \ldots, k_{n+1}, \quad k_{n+1} = j_{n+1} + k_n.
\]

We put, for each \( n \in \mathbb{N} \)

\[
\nu_{n,0} = 0, \quad \nu_{n,1} = \sigma_{n,1} \land \rho_{n,1}, \quad \nu_{n,m} = \tilde{\sigma}_{n,m} \land \tilde{\rho}_{n,m}, \quad m = 2, \ldots, 2k_n
\]

where

\[
\tilde{\sigma}_{n,m} = \min\{\sigma_{n,i} \mid \sigma_{n,i} > \nu_{n,m-1}; \quad i = 1, \ldots, k_n\} \land T
\]

and

\[
\tilde{\rho}_{n,m} = \min\{\rho_{n,i} \mid \rho_{n,i} > \nu_{n,m-1}; \quad i = 1, \ldots, k_n\} \land T.
\]

Now, to solve the BSDE (3.1), we divide the interval \([0, T]\) into the finite number of intervals \([0, \nu_{n,1}], \ldots, [\nu_{n,2k_n-1}, \nu_{n,2k_n}]\) with \( \nu_{n,2k_n} = T \). More precisely, for \( m = 1, \ldots, 2k_n \), on each interval \([\nu_{n,m-1}, \nu_{n,m}]\), the BSDE (3.1) becomes

\[
Y^n_t = \xi_{\nu_{n,m}} \lor Y^n_{\nu_{n,m} +} \land \zeta_{\nu_{n,m}} + \int_{t}^{\nu_{n,m}} \left[ g(s) + n(Y^n_s - \xi_s) - n(Y^n_s - \zeta_s)^+ \right] ds \\
- \int_{t}^{\nu_{n,m}} Z^n_s dB_s - \int_{t}^{\nu_{n,m}} \int_{t}^{\nu_{n,m}} V^n_s(e) \tilde{\mu}(ds, de) - \int_{t}^{\nu_{n,m}} dM^n_s, \quad t \in [\nu_{n,m-1}, \nu_{n,m}]
\]

with the convention \( Y^n_T = \xi_T \) and \( Y^n_0 = \xi_0 \lor Y^n_{0+} \land \zeta_0 \). Let \( g_n(t, y) := g(t) + n(y - \xi_t)^- - n(y - \zeta_t)^+ \). It’s clear that \( g_n \) is Lipschitz and

\[
\mathbb{E} \int_{0}^{T} e^{\beta A_t} \left| \frac{g^n(t, 0)}{a_t} \right|^2 dt \leq 3 \mathbb{E} \int_{0}^{T} e^{\beta A_t} \left| \frac{g(t)}{a_t} \right|^2 dt + \frac{3n^2 T}{\epsilon} \left( \mathbb{E} \text{ess sup}_{\tau \in [0, T]} e^{2\beta A_t} |\xi^+_\tau|^2 + \mathbb{E} \text{ess sup}_{\tau \in [0, T]} e^{2\beta A_t} |\zeta^-_\tau|^2 \right).
\]

Then, from Theorem A.1 (see Appendix), there exists a unique process \((Y^n, Z^n, V^n, M^n) \in \mathfrak{B}^2_{\beta} \times \mathcal{H}^2_{\beta} \times \mathcal{L}^2_{\beta} \times \mathcal{M}^2_{\beta}\) solution of the BSDE (3.2). By induction,
the BSDE (3.1) admits a unique solution \((Y^n, Z^n, V^n, M^n) \in \mathcal{B}_\beta^2 \times \mathcal{H}^2_\beta \times \mathcal{L}_\beta^2 \times \mathcal{M}_\beta^2\) and it can be rewritten as

\[
Y^n_t = \xi_T + \int_t^T g(s)ds + K^{+,n}_t - K^{-,n}_t + \int_t^T Z^n_s dB_s
\]

- \(\int_t^T \int_\mathbb{Q} V^n_s(\bar{m})(ds, de) - \int_t^T dM^n_s;
\]

where

\[
K^{+,n}_t := K^{+,n,+}_t + \sum_{s < t} \Delta_s K^{+,n}_s = n \int_0^t (Y^n_s - \xi_s)^- ds + \sum_{0 \leq s, n < t} (Y^n_{\sigma_n} - \xi_{\sigma_n})^-
\]

and

\[
K^{-,n}_t := K^{-,n,+}_t + \sum_{s < t} \Delta_s K^{-,n}_s = n \int_0^t (Y^n_s - \xi_s)^+ ds + \sum_{0 \leq s, n < t} (Y^n_{\sigma_n} - \xi_{\sigma_n})^+.
\]

**Proposition 3.2.** Let \((Y^n, Z^n, V^n, M^n) \in \mathcal{B}_\beta^2 \times \mathcal{H}^2_\beta \times \mathcal{L}_\beta^2 \times \mathcal{M}_\beta^2\) for each \(n \in \mathbb{N}\), then

\[
\left(\int_0^T e^{\beta A_s} \left\{ Y^n_s Z^n_s dB_s + \int_\mathbb{Q} V^n_s(\bar{m})(ds, de) + Y^n_s dM^n_s \right\}\right)_{t \leq T}
\]

is a martingale.

**Proof:** Let’s use the left continuity of trajectories of the process \(Y^n\), we have

\[
|Y^n_{\tau_{n,-}}(\omega)|^2 \leq \sup_{t \in [0, T] \cap \mathbb{Q}} |Y^n_t(\omega)|^2 \quad \forall (s, \omega) \in [0, T] \times \Omega.
\]

On the other hand, we have \(|Y^n_t|^2 \leq \text{ess sup}_{t \in [0, T]} |Y^n_t|^2\) which implies that

\[
\sup_{t \in [0, T] \cap \mathbb{Q}} |Y^n_{\tau_{n,-}}|^2 \leq \text{ess sup}_{t \in [0, T]} |Y^n_t|^2.
\]

Then for all \(\nu \leq \tau \leq T\)

\[
\int_{\nu}^{\tau} e^{2\beta A_s} |Y^n_{\tau_{n,-}}|^2 |Z^n_s|^2 ds \leq \int_0^{\tau} e^{2\beta A_s} \sup_{t \in [0, T] \cap \mathbb{Q}} |Y^n_t|^2 |Z^n_s|^2 ds
\]

\[
\leq \int_0^{\tau} e^{2\beta A_s} \text{ess sup}_{t \in [0, T]} |Y^n_t|^2 |Z^n_s|^2 ds.
\]

Further, we have

\[
\int_0^{\tau} e^{2\beta A_s} \text{ess sup}_{t \in [0, T]} |Y^n_t|^2 |Z^n_s|^2 ds \leq \text{ess sup}_{t \in [0, T]} e^{\beta A_s} |Y^n_t|^2 \int_0^{\tau} e^{\beta A_s} |Z^n_s|^2 ds.
\]

Hence

\[
\mathbb{E}\left[\int_{\nu}^{\tau} e^{2\beta A_s} |Y^n_{\tau_{n,-}}|^2 |Z^n_s|^2 ds\right] \leq \mathbb{E} \left[\text{ess sup}_{t \in [0, T]} e^{\beta A_s} |Y^n_t|^2 \int_0^{\tau} e^{\beta A_s} |Z^n_s|^2 ds\right]
\]

\[
\leq \frac{1}{2} |Y^n|^2 \mathbb{E}_{\mathcal{H}^2_\beta} + \frac{1}{2} |Z^n|^2 \mathbb{E}_{\mathcal{H}^2_\beta}.
\]

Then the term \(\int_0^T e^{\beta A_s} Y^n_s Z^n_s dB_s\) has zero expectation. Since \(\left(\int_0^T e^{\beta A_s} Y^n_s Z^n_s dB_s\right)_{t \leq T}\) is \(\mathcal{F}_t\)-adapted process, then it is a martingale.
By the same arguments, \( \left( \int_0^T e^{\beta s} \left\{ \int_\mathcal{U} Y^n_s - Y^n_T \mu(ds, dc) + Y^n_s - Y^n_T - dM^n_s \right\} \right)_{t \leq T} \) is a martingale since

\[
E \left[ \int_0^T \int_{\mathcal{U}} e^{2\beta s} |Y^n_s|^2 |V^n_s(e)|^2 \lambda(\mathcal{D}) ds \right] \leq \frac{1}{2} \|Y^n\|^2_{\mathcal{S}_\beta^2} + \frac{1}{2} \|V^n\|^2_{\mathcal{M}_\beta^2}
\]

and

\[
E \left[ \int_0^T e^{2\beta s} |Y^n_s|^2 d[M^n]_s \right] \leq \frac{1}{2} \|Y^n\|^2_{\mathcal{S}_\beta^2} + \frac{1}{2} \|M^n\|^2_{\mathcal{M}_\beta^2}.
\]

\[ \square \]

3.1.1. \textit{A priori estimates.}

\textbf{Lemma 3.3.} There exists a positive constant \( \kappa \) independent of \( n \) such that for all \( \beta > 1 \)

\[
\|Y^n\|^2_{\mathcal{S}_\beta^2} + \|Z^n\|^2_{\mathcal{H}_\beta^2} + \|V^n\|^2_{\mathcal{L}_\beta^2} + \|M^n\|^2_{\mathcal{M}_\beta^2} + E|K_{T_+}^{+,n}|^2 + E|K_{T_-}^{-,n}|^2
\]

\[
\leq \kappa \left( \|g\|^2_{\mathcal{H}_\beta^2} + \|\xi^+\|^2_{\mathcal{S}_\beta^2} + \|\xi^-\|^2_{\mathcal{S}_\beta^2} + \|Z\|^2_{\mathcal{L}_\beta^2} + \|\mathcal{V}\|^2_{\mathcal{L}_\beta^2} + \|\mathcal{V} \|^2_{\mathcal{M}_\beta^2} + E|J_{T_+}^+|^2 + E|J_{T_-}^-|^2 \right).
\]

\textbf{Proof:} Consider the RBSDE with jumps associated with \((g, \xi)\), that is

\[
\begin{cases}
\bar{Y}_t = \bar{\xi}_T + \int_t^T g(s)ds + \bar{K}_{T_+} - \bar{K}_{t} - \int_t^T \bar{Z}_s dB_s - \int_t^T \int_{\mathcal{U}} \bar{V}_s(e) \mu(ds, dc) \\
- \int_t^T d\bar{M}_s,
\end{cases}
\]

(3.3)

From Theorem A.3 (see Appendix), there exists a unique process \((\bar{Y}, \bar{Z}, \bar{V}, \bar{M}, \bar{K}) \in \mathcal{B}_\beta^2 \times \mathcal{H}_\beta^2 \times \mathcal{L}_\beta^2 \times \mathcal{M}_\beta^2 \times \mathcal{S}^2\) solution of RBSDE (3.3). We consider the penalization equation associated with the RBSDE (3.3), for \(n \in \mathbb{N}\)

\[
\bar{Y}^n_t = \bar{\xi}_T + \int_t^T g(s)ds + \int_t^T (\bar{Y}^n_s - \bar{\xi}_s)^+ ds + \sum_{t \leq \sigma_n} (\bar{Y}^n_{\sigma_n} - \bar{\xi}_{\sigma_n})^-
\]

\[
- \int_t^T \bar{Z}_s^n dB_s - \int_t^T \int_{\mathcal{U}} \bar{V}^n_s(e) \mu(ds, dc) - \int_t^T d\bar{M}^n_s.
\]

The comparison theorem A.2 (see Appendix) implies that \(\bar{Y}^0_t \leq \bar{Y}^n_t \leq \bar{Y}^{n+1}_t\) and \(\bar{Y}^n_t \leq \bar{Y}^0_t\) for all \(t \leq T\). Therefore, for all \(t \leq T\), \(\bar{Y}^n_t \leq \bar{Y}_t\). Hence \(\bar{Y}^n_t \leq \bar{Y}_t\).

Similarly, from Corollary A.4 (see Appendix), there exists a unique process \((\bar{Y}, \bar{Z}, \bar{V}, \bar{M}, \bar{K}) \in \mathcal{B}_\beta^2 \times \mathcal{H}_\beta^2 \times \mathcal{L}_\beta^2 \times \mathcal{M}_\beta^2 \times \mathcal{S}^2\) solution the RBSDE associated with data \((g, \zeta)\), that is

\[
\begin{cases}
\bar{Y}_t = \bar{\zeta}_T + \int_t^T g(s)ds - (\bar{K}_{T_+} - \bar{K}_T) - \int_t^T \bar{Z}_s dB_s - \int_t^T \int_{\mathcal{U}} \bar{V}_s(e) \mu(ds, dc) \\
- \int_t^T d\bar{M}_s,
\end{cases}
\]

(3.4)

\[
\bar{Y}_t \leq \bar{\zeta}_T \text{ \forall } t \leq T \text{ and } \int_0^T (\bar{\zeta}_T - \bar{Y}_t) d\bar{K}_{T_+} + \sum_{t \leq T} (\bar{\zeta}_t - \bar{Y}_t) \Delta \bar{K}_t = 0 \text{ a.s.}
\]
By the penalization equation associated with the RBSDE (3.4)

$$Y^n_t = \zeta_T + \int_t^T g(s) ds - n \int_t^T (Y^n_s - \zeta_s)^+ ds - \sum_{t \leq \rho, n < T} (Y^n_{\rho_n} + \zeta_{\rho_n})^+$$

$$- \int_t^T Z^n_s dB_s - \int_t^T \int_\mathcal{U} V^n_s(e) \tilde{\mu}(ds, de) - \int_t^T dM^n_s$$

and the comparison theorem A.2 (see Appendix), we deduce that $Y^n_t \geq Y_t$ for all $t \leq T$. Then from (A.3) and (A.8) (see Appendix), we can write

$$E \text{ ess sup } \frac{\beta A}{t} |Y^n_t|^2 \leq \max \left\{ E \text{ ess sup } \frac{\beta A}{t} |\mathbb{Y}_t|^2, E \text{ ess sup } \frac{\beta A}{t} |\mathbb{Y}_t|^2 \right\}$$

$$\leq C \left( 2E \int_0^T e^{\beta A} \left| \frac{g(s)}{a_s} \right|^2 ds + E \text{ ess sup } e^{2\beta A \tau} (|\xi|^2 + |\zeta|^2) \right)$$

(3.5)

where $C$ is a positive constant. Now, we apply the Corollary A.6 (see Appendix) to $e^{\beta A t} |Y^n|^2$, we have

$$e^{\beta A t} |Y^n|^2 + \beta \int_t^T e^{\beta A t} |Y^n|^2 dA_s + \int_t^T e^{\beta A t} |Z^n|^2 ds + \int_t^T e^{\beta A t} d\langle M^n \rangle_s$$

$$= e^{\beta A t} |\xi|^2 + 2 \int_t^T e^{\beta A t} Y^n_s g(s) ds - 2 \int_t^T e^{\beta A t} Y^n_s Z^n dB_s - 2 \int_t^T e^{\beta A t} Y^n dM^n_s$$

$$- 2 \int_t^T \int_\mathcal{U} e^{\beta A t} Y^n_s V^n_s(e) \tilde{\mu}(ds, de) + 2 \int_t^T e^{\beta A t} Y^n_s (dK_t^{+,n} - dK_t^{-,n})$$

$$- \sum_{t < s \leq T} e^{\beta A t} |\Delta Y^n_s|^2 - \sum_{t \leq s < T} e^{\beta A t} (|Y^n_s|^2 - |Y^n_s|^2).$$

(3.6)

Observe that for each $\beta > 1$

$$2 \int_t^T e^{\beta A t} Y^n_s g(s) ds \leq (\beta - 1) \int_t^T e^{\beta A t} |Y^n|^2 dA_s + \frac{1}{\beta - 1} \int_t^T e^{\beta A t} \left| \frac{g(s)}{a_s} \right|^2 ds$$

(3.7)

and

$$|Y^n_{s+} - |Y^n_s|^2 = 2Y^n_s \Delta Y^n_s = |\Delta Y^n_s|^2 - 2Y^n_s (K_t^{+,n} - K_t^{-,n}).$$

(3.8)

Recall that $\mu(., de)$ does not have jumps in common with the processes $K_t^{+,n}$ for each $n \in \mathbb{N}$, since $\mu(., de)$ jumps only at totally inaccessible stopping times, then we can note that

$$\sum_{t < s \leq T} e^{\beta A t} (\Delta Y^n_s)^2$$

$$= \int_t^T \int_\mathcal{U} e^{\beta A t} |V^n_s(e)|^2 \mu(ds, de) + \sum_{t < s \leq T} e^{\beta A t} (\Delta K_t^{+,n} + \Delta K_t^{-,n} + \Delta M_t^{n})^2.$$
Then, one can derive that

\[
\int_t^T e^{\beta A_t} \|V^n_s\|^2 ds + \sum_{t<s\leq T} e^{\beta A_t} (\Delta M^n_s) - \sum_{t<s\leq T} e^{\beta A_t} (\Delta Y^n_s)^2
\]

\[
= - \int_t^T \int_U e^{\beta A_t} |V^n_s(e)|^2 \mu(ds, de) - \sum_{t<s\leq T} e^{\beta A_t} (\Delta K_{s}^{+,n} - \Delta K_{s}^{-,n})^2
\]

\[
- 2 \sum_{t<s\leq T} e^{\beta A_t} (\Delta K_{s}^{+,n} - \Delta K_{s}^{-,n}) \Delta M^n_s
\]

\[
\leq - \int_t^T \int_U e^{\beta A_t} |V^n_s(e)|^2 \mu(ds, de) - 2 \sum_{t<s\leq T} e^{\beta A_t} (\Delta K_{s}^{+,n} - \Delta K_{s}^{-,n}) \Delta M^n_s.
\]

By adding the term \(\int_t^T e^{\beta A_t} \|V^n_s\|^2 ds + \sum_{t<s\leq T} e^{\beta A_t} (\Delta M^n_s)^2\) on both sides of inequality (3.6), by taking in consideration (3.7) and (3.8) and by using the basic equality \([M^n]_s = (M^n)^2_s + \sum_{t<s\leq T} (\Delta M^n)\), we deduce

\[e^{\beta A_t} |Y^n_t|^2 + \int_t^T e^{\beta A_t} |Y^n_s|^2 dA_s + \int_t^T e^{\beta A_t} (|Z^n_s|^2 + \|V^n_s\|^2) ds + \int_t^T e^{\beta A_t} d[M^n]\]

\[\leq \text{ess sup}_{\tau \in T_{[0,T]}} e^{2\beta A_{\tau}} |\xi_{\tau}|^2 + \int_0^T e^{\beta A_s} \left| \frac{g(s)}{a_s} \right|^2 ds + 2 \int_t^T e^{\beta A_s} Y^n_s (dK^{+,n}_s - dK^{-,n}_s)
\]

\[\leq 2 \int_t^T e^{\beta A_s} Y^n_s dA_s - \int_t^T e^{\beta A_s} (2Y^n_s V^n_s(e) + |V^n_s(e)|^2) \mu(ds, de)
\]

\[\leq 2 \int_t^T e^{\beta A_s} Y^n_s dM^n_s - 2 \sum_{t<s\leq T} e^{\beta A_t} (\Delta K_{s}^{+,n} - \Delta K_{s}^{-,n}) \Delta M^n_s. \] \quad (3.9)

Taking expectation on the both sides of the inequality (3.9) for \(t = 0\) and using the Proposition 3.2, we get

\[E_0 \int_0^T e^{\beta A_t} |Y^n_t|^2 dA_s + E_0 \int_0^T e^{\beta A_t} (|Z^n_s|^2 + \|V^n_s\|^2) ds + E_0 \int_0^T e^{\beta A_t} d[M^n]
\]

\[\leq E \text{ess sup}_{\tau \in T_{[0,T]}} e^{2\beta A_{\tau}} |\xi_{\tau}|^2 + E_0 \int_0^T e^{\beta A_s} \left| \frac{g(s)}{a_s} \right|^2 ds
\]

\[+ 2E_0 \int_t^T e^{\beta A_s} Y^n_s (dK^{+,n}_s - dK^{-,n}_s) - 2E_0 \sum_{t<s\leq T} e^{\beta A_t} (\Delta K_{s}^{+,n} - \Delta K_{s}^{-,n}) \Delta M^n_s.
\]

Since \(M^n\) is a martingale then for each predictable stopping time \(\tau \in T_{[0,T]}\)

\[E[\Delta M^n|\mathcal{F}_{\tau-}] = 0 \text{ a.s.} \]

Moreover, since the processes \(K^{+,n}\) and \(K^{-,n}\) are predictable then \(\Delta K_{s}^{+,n} - \Delta K_{s}^{-,n}\) is \(\mathcal{F}_{\tau-}\)-measurable (see the assertions (1.40)-(1.42), Chapter I in Jacod, 1979). Therefore,

\[E[(\Delta K_{s}^{+,n} - \Delta K_{s}^{-,n}) \Delta M^n_s|\mathcal{F}_{\tau-}] = (\Delta K_{s}^{+,n} - \Delta K_{s}^{-,n})E[\Delta M^n_s|\mathcal{F}_{\tau-}] = 0.
\]

Hence the term \(\sum_{t<s\leq T} e^{\beta A_t} (\Delta K_{s}^{+,n} - \Delta K_{s}^{-,n}) \Delta M^n_s\) has a zero expectation. Now, let us come back to the expression (3.2), for each \(t \in [\nu_{n,m-1}, \nu_{n,m}]\) it holds true.
To conclude, we now give an estimate of the following stopping times for each \( \tau \),
\[
\tau \in \{ n, i \}^+, \quad \xi_n^+, n(\xi_n^+ - \xi_s^-)^- ds
\]
and similarly \( - \int_0^t e^{\beta A_s} Y_s^- dK_{s^-}^n \) \( \leq \int_0^t e^{\beta A_s} \xi_s^- dK_{s^-}^n \). Consequently, for some \( \alpha_2 > 0 \)
\[
E \int_0^T e^{\beta A_s} |Y_s|^2 dA_s + E \int_0^T e^{\beta A_s} \left( |Z_s^n|^2 + ||V_s^n||^2 \right) ds + E \int_0^T e^{\beta A_s} d|M^n|_s
\]
\[
\leq E \text{ess sup}_{\tau \in T_{0,T}} e^{2\beta A_s} |\xi_s^+|^2 + E \int_0^T e^{\beta A_s} \left( g(s) \left| \frac{\alpha_1}{s} \right|^2 ds
\]
\[
+ \alpha_2 e \text{ess sup}_{\tau \in T_{0,T}} e^{2\beta A_s} \left( |\xi_s^+|^2 + |\xi_s^-|^2 \right) + \frac{1}{\alpha_2} E |K_{s^+}^n|^2 + \frac{1}{\alpha_2} E |K_{s^-}^n|^2. (3.10)
\]
To conclude, we now give an estimate of \( E |K_{s^+}^n|^2 \) and \( E |K_{s^-}^n|^2 \). Let us introduce the following stopping times for each \( n \in \mathbb{N}^* \)
\[
\begin{align*}
\tau_{n,0} & = 0, \\
\tau_{n,2i+1} & = \inf\{ t > \tau_{n,2i} \mid Y_t^n = \xi_1 \} \wedge T, \quad i \geq 0 \\
\tau_{n,2i+2} & = \inf\{ t > \tau_{n,2i+1} \mid Y_t^n = \xi_2 \} \wedge T, \quad i \geq 0.
\end{align*}
\]
Since \( \xi < \zeta \), then \( \tau_{n,i} < \tau_{n,i+1} \) on the set \( \{ \tau_{n,i+1} < T \} \). In addition the sequence \( (\tau_{n,i})_{i \geq 0} \) is of stationary type (i.e. \( \forall \omega \in \Omega \), there exists \( i_0(\omega) \) such that \( \forall i \geq i_0(\omega), \tau_{n,i}(\omega) = \tau_{n,i+1}(\omega) = T \). Indeed, let us set \( \mathcal{G} = \bigcap_{i \geq 0} \{ \tau_{n,i} < T \} \), we show that \( \mathbb{P}(\mathcal{G}) = 0 \). We assume that \( \mathbb{P}(\mathcal{G}) > 0 \), therefore for \( \omega \in \mathcal{G} \), there exists two sequences of real numbers \( (k_{n,i}(\omega))_{i \geq 0} \) and \( (k'_{n,i}(\omega))_{i \geq 0} \) belongs to \( \{ \tau_{n,i-1}, \tau_{n,i} \} \) such that
\[
\begin{align*}
Y_{k_{n,i}} &= \zeta_{k_{n,i}} \wedge \zeta_{k_{n,i} -} = \zeta_{k_{n,i}} - (\Delta \zeta_{k_{n,i}})^+, \\
Y_{k_{n,i}^-} &= \zeta_{k_{n,i}^-} \wedge \zeta_{k_{n,i}^-} - = \zeta_{k_{n,i}} - (\Delta \zeta_{k_{n,i}})^-, \\
Y_{k'_{n,i}} &= \zeta_{k'_{n,i}} \wedge \zeta_{k'_{n,i} -} = \zeta_{k'_{n,i}} - (\Delta \zeta_{k'_{n,i}})^+, \\
Y_{k'_{n,i}^-} &= \zeta_{k'_{n,i}^-} \wedge \zeta_{k'_{n,i}^-} - = \zeta_{k'_{n,i}} - (\Delta \zeta_{k'_{n,i}})^-.
\end{align*}
\]
Now as \( (k_{n,i})_{i \geq 0} \) and \( (k'_{n,i})_{i \geq 0} \) are not of stationary type since \( (\tau_{n,i})_{i \geq 0} \) is non-decreasing sequence then taking the limit as \( i \to +\infty \) to obtain that \( Y_{\infty}^- \omega = \zeta_{-}(\omega) \leq \zeta_{+}(\omega) = Y_{\infty}^+ \omega \) and \( Y_{\infty}^+ \omega = \zeta_{+}(\omega) \). Then \( \zeta_{-}(\omega) = \zeta_{-}(\omega) \) and \( \zeta_{+}(\omega) = \zeta_{+}(\omega) \), but this is contradiction since \( \mathbb{P} \text{-a.s.} \forall t \leq T, \xi_t \leq \zeta_t \) and \( \xi_t \leq \zeta_t \). We deduce that \( \mathbb{P}(\mathcal{G}) = 0 \).

Next, let \( p \geq 1 \) be a real number, and \( \varsigma_{n,2i}^p \) and \( \varsigma_{n,2i+1}^p \) be a stopping times defined by:
\[
\varsigma_{n,2i}^p = \inf\{ t > \tau_{n,2i} \mid Y_t^n \leq \xi_t + \frac{1}{p} \} \wedge T
\]
and
\[
\varsigma_{n,2i+1}^p = \inf\{ t > \tau_{n,2i+1} \mid Y_t^n \geq \xi_t - \frac{1}{p} \} \wedge T.
\]
On the other hand, by Remark 3.1, we have $Y^\tau_{\tau_{2i}} > \xi_{\tau_{2i}}$ and for all $t \in [\tau_{n,2i+1}, \tau_{n,2i+1}^P]$, we have $Y^\tau_t < \xi_t$. Consequently, it holds true that $\xi^\tau_{\tau_{2i+1}, \tau_{2i+1}^P}$ and $Y^\tau_{\tau_{2i+1}, \tau_{2i+1}^P + \xi_{\tau_{n,2i+1}^P}}$. It follows the BSDE (3.1) becomes

$$
Y^\tau_{\tau_{2i}} \leq Y^\tau_{\tau_{2i+1}^P \land \xi_{\tau_{n,2i}^P}} + \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} g(s)ds - \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} Z^n_s dB_s
$$

$$
- \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} \int_{\mathcal{U}} V^n_s(e)\tilde{\mu}(ds, de) - \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} dM^n_s
$$

$$
- n \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} (Y^\tau_{\rho_{n,i}} - \varsigma^\tau_{\rho_{n,i}} + (Y^\tau_{\rho_{n,i}} - \varsigma^\tau_{\rho_{n,i}})^+) - \sum_{\tau_{n,2i} \leq \rho_{n,i} < \tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} (Y^\tau_{\rho_{n,i}} - \varsigma^\tau_{\rho_{n,i}})^+ ds.
$$

On the other hand, by Remark 3.1, we have $Y^\tau_{\tau_{2i}} > R^\tau_{\tau_{2i}}$ on $\{\tau_{2i} < T\}$, $Y^\tau_{\tau_{2i}} = R^\tau_{\tau_{2i}} = \xi_T = \xi_T$ on $\{\tau_{2i} = T\}$, $Y^\tau_{\tau_{2i+1}^P \land \xi_{\tau_{n,2i}^P}} \leq R^\tau_{\tau_{2i+1}^P \land \xi_{\tau_{n,2i}^P}} + \frac{1}{p}$ on $\{\tau_{2i+1}^P \land \xi_{\tau_{n,2i}^P} < T\}$ and $Y^\tau_{\tau_{2i+1}^P \land \xi_{\tau_{n,2i}^P}} = R^\tau_{\tau_{2i+1}^P \land \xi_{\tau_{n,2i}^P}} = \xi_T = \xi_T$ on $\{\tau_{2i+1} \land \xi_{\tau_{n,2i}^P} = T\}$. From (3.11) and definition of the process $R$ we obtain

$$
\int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} (Y^\tau_{\rho_{n,i}} - \varsigma^\tau_{\rho_{n,i}})^+ ds + \sum_{\tau_{n,2i} \leq \rho_{n,i} < \tau_{n,2i+1} \land \xi_{\tau_{n,2i}^P}} (Y^\tau_{\rho_{n,i}} - \varsigma^\tau_{\rho_{n,i}})^+
$$

$$
= Y^\tau_{\tau_{2i+1}^P \land \xi_{\tau_{n,2i}^P}} - Y^\tau_{\tau_{2i}} + \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} g(s)ds - \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} Z^n_s dB_s
$$

$$
- \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} dM^n_s - \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} \int_{\mathcal{U}} V^n_s(e)\tilde{\mu}(ds, de)
$$

$$
\leq R^\tau_{\tau_{2i+1}^P \land \xi_{\tau_{n,2i}^P}} + \frac{1}{p} - R^\tau_{\tau_{2i}} + \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} |g(s)|ds - \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} Z^n_s dB_s
$$

$$
- \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} dM^n_s - \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} \int_{\mathcal{U}} V^n_s(e)\tilde{\mu}(ds, de)
$$

$$
\leq \frac{1}{p} + \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} |g(s)|ds + \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} (Z_s - Z^n_s)dB_s
$$

$$
+ \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} d(M_s - M^n_s) + \int_{\tau_{n,2i}}^{\tau_{n,2i+1}^P \land \xi_{\tau_{n,2i}^P}} (V^n_s(e) - V^n_s(e))\tilde{\mu}(ds, de)
$$

Taking the limit as $p \to +\infty$, using the fact that $Y^\tau < \zeta$ on the interval $[\tau_{n,2i+1}, \tau_{n,2i+2} \land \xi_{\tau_{n,2i+1}^P}]$, summing in $i$ and taking expectation in the both sides of
above inequality, we obtain
\[
\mathbb{E} \left[ n \int_t^T (Y^n_s - \zeta_s)^+ ds + \sum_{t \leq \rho_n, t < T} (Y^n_{\rho_n, t} + - \zeta_{\rho_n, t})^+ \right]^2 
\leq 8 \left( \frac{1}{\beta} \mathbb{E} \int_0^T \left| \frac{g(s)}{d_s} \right|^2 ds + \mathbb{E} \int_0^T (|Z_s|^2 + \|\mathcal{V}_s\|^2) ds + \mathbb{E} \int_0^T [M_s]^2 + \mathbb{E} [J_T^s]^2 \right).
\]

In the same way, we can obtain
\[
\mathbb{E} \left[ n \int_t^T (Y^n_s - \zeta_s)^- ds + \sum_{t \leq \sigma_n, t < T} (Y^n_{\sigma_n, t} + - \zeta_{\sigma_n, t})^- \right]^2 
\leq 8 \left( \frac{1}{\beta} \mathbb{E} \int_0^T \left| \frac{g(s)}{d_s} \right|^2 ds + \mathbb{E} \int_0^T (|Z_s|^2 + \|\mathcal{V}_s\|^2) ds + \mathbb{E} \int_0^T [M_s]^2 + \mathbb{E} [J_T^s]^2 \right).
\]

The desired result obtained by combining (3.12), (3.13) with (3.10) for \(\alpha_2 > 8c\), and adding the estimate (3.5).

\[\square\]

3.1.2. Existence of (limiting) solution to DRBSDEs.

**Lemma 3.4.** There exists a quadruple of processes \((Y, Z, V, M)\) such that
\[
\|Y^n - Y\|^2_{\mathbb{L}^2_2} + \|Z^n - Z\|^2_{\mathbb{L}^2_2} + \|V^n - V\|^2_{\mathbb{L}^2_2} + \|M^n - M\|^2_{\mathbb{L}^2_2} \xrightarrow{n \to +\infty} 0.
\]

**Proof:** For each \(n > p \geq 0\), we apply the Corollary A.6 (see Appendix) to get
\[
e^{-\alpha_n t} |Y^n_t - Y^n_p|^2 + \beta \int_t^T e^{-\alpha_n s} |Y^n_s - Y^n_p|^2 ds + \int_t^T e^{-\alpha_n s} \mathbb{L}^2_2 dA_s + \int_t^T e^{-\alpha_n s} |Z^n_s - Z^n_p|^2 ds
\]
\[
= -2 \int_t^T e^{-\alpha_n s} (Y^n_s - Y^n_p)(Z^n_s - Z^n_p) dB_s - 2 \int_t^T e^{-\alpha_n s} (Y^n_s - Y^n_p) d(M^n_s - M^n_p)
\]
\[
-2 \int_t^T \int_s^T e^{-\alpha_n \tau} (Y^n_s - Y^n_{\tau})(V^n_{\tau} - V^n_p(e)) \hat{\mu}(d\tau, de)
\]
\[
+2 \int_t^T e^{-\alpha_n s} (Y^n_s - Y^n_p) d \left[ (K_{s}^{++, n} - K_{s}^{++, p}) - (K_{s}^{--, n} - K_{s}^{--, p}) \right]
\]
\[
- \sum_{t < s \leq T} e^{-\alpha_n t} \mathbb{1}_{\{s = t\}} |Y^n_s - Y^n_p|^2 - \sum_{t \leq s < T} e^{-\alpha_n t} \mathbb{1}_{\{s = t\}} |Y^n_s - Y^n_p|^2.
\]

(3.14)
By using the same computations as those used to get (3.9), and the fact that
\[ |Y_n^n - Y_{s+}^p|^2 - |Y_s^n - Y_s^p|^2 \]
\[ = |\Delta_+(Y_s^n - Y_s^p)|^2 + 2(Y_s^n - Y_s^p)\Delta_+(Y_s^n - Y_s^p) \]
\[ = |\Delta_+(Y_s^n - Y_0^n)|^2 - 2(Y_s^n - Y_s^p)\Delta_+\left( (K_{s+}^+ - K_{s+}^p) - (K_{s-}^+ - K_{s-}^p) \right) , \]
we can derive that
\[
\beta \mathbb{E} \int_0^T e^{\beta A_+} |Y_s^n - Y_s^p|^2 dA_s + \mathbb{E} \int_0^T e^{\beta A_+} (|Z_s^n - Z_s^p|^2 + |V_s^n - V_s^p|^2) ds \\
+ \mathbb{E} \int_0^T e^{\beta A_+} d[M_s^n - M_s^p] \\
\leq 2\mathbb{E} \int_0^T e^{\beta A_+} (Y_s^n - Y_s^p) d\left[ (K_{s+}^+ - K_{s+}^p) - (K_{s-}^+ - K_{s-}^p) \right] \\
\leq 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{\beta A_+} (Y_t^n - \xi_t)^{-} K_t^{+} \right] + 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{\beta A_+} (Y_t^n - \xi_t)^{-} K_t^{p} \right] \\
+ 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{\beta A_+} (Y_t^n - \zeta_t)^{+} K_t^{n} \right] + 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{\beta A_+} (Y_t^n - \zeta_t)^{+} K_t^{p} \right].
\]

Then, for \( \beta > 1 \)
\[
\|Y^n - Y^p\|_{S_0^A}^2 + \|Z^n - Z^p\|_{\mathcal{H}_0^2}^2 + \|V^n - V^p\|_{\mathcal{L}_0^2}^2 + \|M^n - M^p\|_{\mathcal{M}_0^2}^2 \\
\leq 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{2\beta A_+} (Y_t^n - \xi_t)^{-} \right] \frac{1}{2} \left( \mathbb{E} [K_t^{+} (2)] \right)^{\frac{1}{2}} \\
+ 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{2\beta A_+} (Y_t^n - \zeta_t) \right] \frac{1}{2} \left( \mathbb{E} [K_t^{+} (2)] \right)^{\frac{1}{2}} \\
+ 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{2\beta A_+} (Y_t^n - \xi_t)^{+} \right] \frac{1}{2} \left( \mathbb{E} [K_t^{+} (2)] \right)^{\frac{1}{2}} \\
+ 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{2\beta A_+} (Y_t^n - \zeta_t)^{+} \right] \frac{1}{2} \left( \mathbb{E} [K_t^{+} (2)] \right)^{\frac{1}{2}} . \tag{3.15}
\]

It remains to prove that
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{2\beta A_+} (Y_t^n - \xi_t)^{-} \right] + \sup_{0 \leq t \leq T} e^{2\beta A_+} (Y_t^n - \zeta_t)^{+} \xrightarrow{n \to +\infty} 0 . \tag{3.16}
\]

Indeed, from Theorem A.1 (see Appendix), there exists a unique process \((\hat{Y}_n, \hat{Z}_n, \hat{V}_n, \hat{M}^n)\) solution to the following BSDE
\[
\hat{Y}_t^n = \hat{\xi}_T + \int_t^T \left[ g(s) + n(\hat{\xi}_s - \hat{Y}_s^n) \right] ds - \int_t^T \hat{Z}_s^n dB_s - \int_t^T \int_u^T \hat{V}_s^n(e) \hat{\mu}(ds, de) \\
- \int_t^T d\hat{M}_s^n .
\]

Since \((\xi_t - \hat{Y}_t^n) = (\hat{Y}_s^n - \xi_s)^{-} - (\xi_s - \hat{Y}_s^n)^{-}\) then Theorem A.2 (see Appendix) implies \(Y_t^n \geq \hat{Y}_t^n\) for all \(t \leq T\). For any stopping time \(\nu \leq T\) we have
\[
\hat{Y}_\nu^n = \mathbb{E} \left[ e^{-n(T-\nu)} \xi_T + \int_\nu^T e^{-n(s-\nu)} g(s) ds + n \int_\nu^T e^{-n(s-\nu)} \xi_s ds | F_\nu \right] . \tag{3.17}
\]
Thus, by theorem 20, p. 11 in Protter, 2005, we have

Moreover, the conditional expectation converges also in $L^2$. In addition, by Hölder inequality, we have

Similarly we can obtain

On the other hand, the sequence defined as

Thus $E \left[ \int_0^T e^{-n(s-t)} g(s) ds \right] \xrightarrow{n \to +\infty} 0$ a.s. Now, we denote

From (3.17), Jensen’s inequality and Doob’s maximal quadratic inequality (see theorem 20, p. 11 in Protter, 2005), we have

On the other hand, the sequence defined as

is uniform converge in $t$ and also for $(e^{\beta A_t} (X^n_t)^-)_{n \geq 1}$. Lebesgue’s dominated convergence theorem implies that

Since $Y^n_t \geq \tilde{Y}^n_t \ \forall t \leq T$, we deduce $E \left[ \sup_{0 \leq t \leq T} e^{2\beta A_t} |(Y^n_t - \xi_t)^-|^2 \right] \xrightarrow{n \to +\infty} 0$.

Similarly we can obtain $E \left[ \sup_{0 \leq t \leq T} e^{2\beta A_t} |(Y^n_t - \xi_t)^+|^2 \right] \xrightarrow{n \to +\infty} 0$.

Now, passing to the limit in (3.15), we obtain

$$\|Y^n - Y_P^p\|^2_{S^p_{\beta_{A}}} + \|Z^n - Z_P^p\|^2_{H^p_{\beta}} + \|V^n - V_P^p\|^2_{L^2_{\beta}} + \|M^n - M_P^p\|^2_{A^p_{\beta}} \xrightarrow{n,p \to +\infty} 0$$
DRBSDEs with irregular barriers in a general filtration

which implies that \((Y^n, Z^n, V^n, M^n)_{n \geq 0}\) is a Cauchy sequence in \(S^{2,A}_\beta \times H^2_\beta \times L^2_\beta \times M^2_\beta\). So there exists a quadruple \((Y, Z, V, M) \in S^{2,A}_\beta \times H^2_\beta \times L^2_\beta \times M^2_\beta\) such that

\[
\|Y^n - Y\|_{S^{2,A}_\beta}^2 + \|Z^n - Z\|_{H^2_\beta}^2 + \|V^n - V\|_{L^2_\beta}^2 + \|M^n - M\|_{M^2_\beta}^2 \to 0.
\]

On the other hand, from Remark A.1 in Grigorova et al. (2017), \(\text{ess sup}_{T \in [0,T]} X_T = \sup_{t \leq T} X_t\) for all càdlàg process \(X\), then by Burkholder-Davis-Gundy’s inequality, there exists a universal positive constant \(c\) such that

\[
2E \text{ess sup}_{T \in [0,T]} \left| \int_0^T e^{\beta A_s} (Y^n_s - Y^p_s)(Z^n_s - Z^p_s) dB_s \right|
\leq 2cE \left[ \sqrt{\int_0^T e^{2\beta A_s} |Y^n_s - Y^p_s|^2 |Z^n_s - Z^p_s|^2 ds} \right]
\leq \frac{1}{4} E \text{ess sup}_{T \in [0,T]} e^{\beta A_T} |Y^n_T - Y^p_T|^2 + 4c^2E \int_0^T e^{\beta A_s} |Z^n_s - Z^p_s|^2 ds
\leq \frac{1}{4} \|Y^n - Y^p\|_{S^{2}_\beta}^2 + 4c^2 \|Z^n - Z^p\|_{H^2_\beta}^2,
\]

and

\[
2E \text{ess sup}_{T \in [0,T]} \left| \int_0^T e^{\beta A_s} (Y^n_s - Y^p_s)(V^n_s - V^p_s) \hat{\mu} ds \right|
\leq 2cE \left[ \sqrt{\int_0^T \int_U e^{2\beta A_s} |Y^n_s - Y^p_s|^2 |V^n_s - V^p_s|^2 \mu(ds, de)} \right]
\leq \frac{1}{4} E \text{ess sup}_{T \in [0,T]} e^{\beta A_T} |Y^n_T - Y^p_T|^2 + 4c^2E \int_0^T \int_U e^{\beta A_s} |V^n_s - V^p_s|^2 \mu(ds, de)
\leq \frac{1}{4} \|Y^n - Y^p\|_{S^{2}_\beta}^2 + 4c^2 \|V^n - V^p\|_{L^2_\beta}^2.
\]
Consequently, by taking the essential supremum over \( \tau \in \mathcal{T}_{[0,T]} \) and then the expectation on both sides of inequality (3.14) we get

\[
\|Y^n - Y^p\|^2_{S_\beta^2} \\
\leq 4 \left( 4c^2 \|Z^n - Z^p\|^2_{H^2} + 4c^2 \|V^n - V^p\|^2_{Z^2_\beta} + 4c^2 \|M^n - M^p\|^2_{M^2_\beta} \right) \\
+ 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{\beta_A t} (Y^n_T - \xi_T)^+ K_T^+ n \right] + 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{\beta_A t} (Y^n_T - \xi_T)^- K_T^- n \right] \\
+ 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{\beta_A t} (Y^n_T - \xi_T)^+ K_T^- n \right] + 2\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{\beta_A t} (Y^n_T - \xi_T)^- K_T^+ n \right] \\
\xrightarrow{n \to \infty} 0.
\]

Then, \( \|Y^n - Y\|^2_{S_\beta^2} \xrightarrow{n \to \infty} 0 \) and \( Y \in S_\beta^2 \).

**Lemma 3.5.** There exists two optional processes \( K^+ \) and \( K^- \) with left and right finite limits such that

- \( \mathbb{E} \text{ess sup}_{\tau \in \mathcal{T}_{[0,T]}} |K^+_{T,\tau} - K^+_{\tau}|^2 + \mathbb{E} \text{ess sup}_{\tau \in \mathcal{T}_{[0,T]}} |K^-_{T,\tau} - K^-_{\tau}|^2 \xrightarrow{n \to \infty} 0 \)

- For all \( t \leq T \),\( K^+_{t,\tau} = K^+_{t,\tau} + \sum_{t \leq \delta} \Delta K^+_{t,\tau} \) with

\[
\int_0^T (Y^n_t - \xi^n_t) dK^+_{t,n} + \sum_{t \leq T} (Y^n_t - \xi^n_t) \Delta K^+_{t,n} = 0 \ a.s.
\]

- For all \( t \leq T \),\( K^-_{t,\tau} = K^-_{t,\tau} + \sum_{t \leq \delta} \Delta K^-_{t,\tau} \) with

\[
\int_0^T (\zeta^n_t - Y^n_t) dK^-_{t,n} + \sum_{t \leq T} (\zeta^n_t - Y^n_t) \Delta K^-_{t,n} = 0 \ a.s.
\]

**Proof:** For each \( n \in \mathbb{N} \), we consider the modified penalization BSDE (3.1) which be can take the following form

\[
\begin{cases}
Y^n_t = \xi_T + \int_t^T g_n(s,Y^n_s)ds + K^+_{T,n} - K^+_{t,n} - \int_t^T Z^n_s dB_s - \int_t^T V^n_s \tilde{\mu}(ds,de) \\
- \int_t^T dM^n_s,
\end{cases}
Y^n_0 \geq \xi \quad \forall t \leq T,
\int_0^T (Y^n_t - \xi_t) dK^+_{t,n} + \sum_{t \leq T} (Y^n_t - \xi_t) \Delta K^+_{t,n} = 0 \ a.s.
\]

where \( g_n(t,y) = g(t) - n(y - \xi_t)^+ - \sum_{t \leq \rho_n} \mathbb{1}_{T}(y_{\rho_n} + - \xi_{\rho_n})^+ \). Since \( g_{n+1}(t,y) \leq g_n(t,y) \), then from Remark 4.3, \( K^+_{T,n} \leq K^+_{T,n+1} \), for all \( t \leq T \). Therefore, there exists an optional process \( K^+ \) such that \( K^+_{t,n} \xrightarrow{\mathcal{T}} K^+ \). Using the fact that \( \text{ess sup}_{\tau \in \mathcal{T}_{[0,T]}} K^+_{T,\tau} = \text{ess sup}_{\tau \leq T} K^+_{T,\tau} \) (see Remark A.1 in Grigorova et al., 2017), it follows, by a generalized Dini’s lemma, that

\[
\mathbb{E} \left[ \text{ess sup}_{\tau \in \mathcal{T}_{[0,T]}} |K^+_{T,\tau} - K^+_n|^2 \right] \xrightarrow{n \to \infty} 0.
\] (3.18)
On the other hand we have
\[ K_{t}^{-n} = Y_{t}^{n} - Y_{0}^{n} + \int_{0}^{t} g(s) ds + K_{t}^{-n} - \int_{0}^{t} Z_{s}^{n} dB_{s} - \int_{0}^{t} \int_{U} V_{s}^{n}(c) \mu(ds, dc) - \int_{0}^{t} dM_{s}^{n}. \]

Then, from Burkholder-Davis-Gundy’s inequality there exists a universal constant \( c \) such that, for each \( n \geq p > 0 \)
\[ \mathbb{E} \operatorname{ess sup}_{\tau \in T[l, t]} |K_{\tau}^{-n} - K_{\tau}^{-p}|^2 \]
\[ \leq 6 \left( \mathbb{E} \operatorname{ess sup}_{\tau \in T[l, t]} |Y_{\tau}^{n} - Y_{\tau}^{p}|^2 + \mathbb{E} |Y_{0}^{n} - Y_{0}^{p}|^2 + \mathbb{E} \operatorname{ess sup}_{\tau \in T[l, t]} |K_{\tau}^{+, n} - K_{\tau}^{+, p}|^2 \right) \]
\[ + c \mathbb{E} \int_{0}^{T} \beta A \{ |Z_{s}^{n} - Z_{s}^{p}|^2 + \|V_{s}^{n} - V_{s}^{p}\|_2^2 \} ds \]
\[ + c \mathbb{E} \int_{0}^{T} \beta A d\|M^{n} - M^{p}\|_2 \rightarrow n,p \rightarrow +\infty. \]

Consequently, there exists an optional process \( K^- \) such that
\[ \mathbb{E} \left[ \operatorname{ess sup}_{\tau \in T[l, t]} |K_{\tau}^{-n} - K_{\tau}^{-|}\right] \rightarrow 0. \]

In what follows, we are going to show that the Skorokhod condition for the optional processes \( K^+ \) and \( K^- \) is satisfied. We know that
\[ \int_{0}^{T} (\zeta_{t} - Y_{t}^{n}) dK_{t}^{-n} + \sum_{t<T} (\zeta_{t} - Y_{t}^{n}) \Delta_{+} K_{t}^{-n} = 0 \text{ a.s.} \]

Notice that \( dK_{t}^{-n} \overset{\text{a.s.}}{\sim} dK_{t}^{-} \) in the total variation norm (to be precise \( \Delta_{+} K_{t}^{-n} \overset{\text{a.s.}}{\sim} \Delta_{+} K_{t}^{-} \) and \( dK_{t}^{-n} \overset{\text{a.s.}}{\sim} dK_{t}^{-} \) in the total variation norm). Since \( 0 \leq \zeta_{t} - Y_{t}^{n} \leq \zeta_{t} - Y_{0}^{n} \).

By using the Lebesgue dominated convergence theorem we get
\[ \int_{0}^{T} (\zeta_{t} - Y_{t}^{-}) dK_{t}^{-} + \sum_{t<T} (\zeta_{t} - Y_{t}) \Delta_{+} K_{t}^{-} = 0 \text{ a.s.} \quad (3.19) \]

Further, by the integrability properties of \( Y \) and \( K^- \), the process \((Y_{t} + \int_{0}^{T} g(s) ds + K_{t}^{-})_{t \leq T}\) is a supermartingale which dominates the process \((\zeta_{t} + \int_{0}^{T} g(s) ds + K_{t}^{-})_{t \leq T}.\)

Hence
\[ Y_{t} \geq \operatorname{ess sup}_{\tau \in T[l, t]} \mathbb{E} \left[ \xi_{t} + \int_{t}^{\tau} g(s) ds - K_{s}^{+} + K_{s}^{-} |\mathcal{F}_{t} \right]. \]

On the other hand, choosing an optimal stopping time in order to get the reversed inequality, let \( \delta_{t} = \inf\{ t \leq s \leq T, Y_{s} = \xi_{s} \} \) with \( \delta_{T} = T \mathbb{I}_{(Y < \xi)}. \) Then
\[ Y_{t} = \operatorname{ess sup}_{\delta_{t} \in T[l, t]} \mathbb{E} \left[ \xi_{\delta_{t}} \mathbb{I}_{\delta_{t} \leq T} + \int_{t}^{\delta_{t}} g(s) ds - K_{s}^{+} + K_{s}^{-} |\mathcal{F}_{t} \right]. \]

The Skorokhod condition (3.19) implies that \( K_{\delta_{t}}^{-} - K_{\delta_{t}}^{-} = 0. \) Then, \( Y \) is the Snell envelope of the optional process \( \xi. \) The process \( K^+ \), obtained in (3.18),
coincides with the increasing process from Mertens decomposition of $Y$, therefore, from Corollary 3.11 in Klionskak et al. (2019) we can write
\[
\int_0^T (Y_t - \xi_t) dK_t^+ + \sum_{t<T} (Y_t - \xi_t) \Delta K_t^+ = 0 \quad \text{a.s.}
\]

\[\square\]

**Theorem 3.6.** The limit (\(Y, Z, V, M, K^+, K^-\)) of \((Y^n, Z^n, V^n, M^n, K^{+,n}, K^{-,n})\) is the unique solution of the DRBSDE associated with parameters \((g, \xi, \zeta)\).

**Proof:** By combining the lemmas 3.4 and 3.5, passing to limit as \(n \to +\infty\) in
\[
Y^n_t = \xi_T + \int_t^T g(s) ds + (K^n_T - K^+_T) - (K^n_T - K^-_T) - \int_t^T Z^n_s dB_s
\]
\[
- \int_t^T \int_U V^n_s(e) \tilde{\mu}(ds, de) - \int_t^T dM^n_s
\]
to obtain
\[
Y_t = \xi_T + \int_t^T g(s) ds + (K^+_T - K^-_T) - \int_t^T Z_s dB_s
\]
\[
- \int_t^T \int_U V_s(e) \tilde{\mu}(ds, de) - \int_t^T dM_s
\]
with the Skorokhod's conditions for \(K^+\) and \(K^-\) are satisfied. Moreover, since the sequence \((Y^n, Z^n, V^n, M^n, K^{+,n}, K^{-,n})\) is belong to the Banach space \(\mathfrak{B}_\beta^2 \times \mathcal{H}_\beta^2 \times \mathcal{L}_\beta^2 \times \mathcal{M}_\beta^2 \times \mathcal{S} \times \mathcal{S}^2\), then the limit \((Y, Z, V, M, K^+, K^-)\) stay in same space. To conclude, from (3.16) we get \(\xi_t \leq Y_t \leq \zeta_t\) for all \(t \leq T\) a.s. \[\square\]

3.2. The solution of DRBSDEs with general coefficient.

**Theorem 3.7.** Let \(f\) be a stochastic Lipschitz driver and \((\xi, \zeta)\) be a pair of irregular barriers. The DRBSDE with jumps associated with parameters \((f, \xi, \zeta)\) has a unique solution \((Y, Z, V, M, K^+, K^-)\) which belongs to \(\mathfrak{B}_\beta^2 \times \mathcal{H}_\beta^2 \times \mathcal{L}_\beta^2 \times \mathcal{M}_\beta^2 \times \mathcal{S} \times \mathcal{S}^2\) for each \(\beta > 4\).

**Proof:** Let \(D_\beta = \mathcal{S}^{2,A}_\beta \times \mathcal{H}^2_\beta \times \mathcal{L}^2_\beta\). We define a mapping \(\Phi\) from \(D_\beta\) into itself as follows: Given \((y, z, v) \in D_\beta\) and obviously that
\[
E \int_0^T e^{\beta A} \left| \frac{f(s, y_s, z_s, v_s)}{a_s} \right|^2 ds < +\infty.
\]

Then from Theorem 3.6, there exists a unique \((Y, Z, V, K^+, K^-)\) solution of the DRBSDE associated with parameters \((f, \xi, \zeta)\), then we put \(\Phi(y, z, v) = (Y, Z, V)\). Let us show that \(\Phi\) is a contraction and hence admits a unique fixed point \((Y, Z, V) \in D_\beta\), which corresponds to the unique solution of DRBSDE associated with parameters \((f, \xi, \zeta)\). Let \((y', z', v')\) be another element of \(D_\beta\) and define \(\Phi(y', z', v') = (Y', Z', V')\) where the process \((Y', Z', V', M', K'^+, K'^-)\) is the unique solution of the DRBSDE associated with parameters \((f, \xi', \zeta', \xi, \zeta)\). Set \(\hat{R} = \mathbb{R} - \mathbb{R}'\) for \(\mathbb{R} \in \{Y, Z, V, M, K^+, y, z, v\}\), and we put \(\hat{f}_t = f(t, y_t, z_t, v_t) - f(t, y'_t, z'_t, v'_t)\)
Moreover, by using Corollary A.6 (see Appendix) and some standard computations, we get
\[
\beta E \int_t^T e^{\beta A_s} |\bar{Y}_s|^2 dA_s + E \int_t^T e^{\beta A_s} (|\bar{Z}_s|^2 + \|\bar{V}_s\|^2) ds + E \int_t^T e^{\beta A_s} d[M, \bar{M}]_s \\
\leq 2E \int_t^T e^{\beta A_s} \bar{Y}_s \bar{f}_s ds + 2E \int_t^T e^{\beta A_s} \bar{Y}_s -(d\bar{K}_s^+ - d\bar{K}_s^-) \\
+ 2E \sum_{t \leq s < T} e^{\beta A_s} \bar{Y}_s (\Delta_+ \bar{K}_s^+ - \Delta_+ \bar{K}_s^-)
\]

Thanks to the Skorokhod conditions on $K^+$ and $K^-$, we have $\int_t^T e^{\beta A_s} \bar{Y}_s -(d\bar{K}_s^+ - d\bar{K}_s^-) \leq 0$ and
\[
\sum_{t \leq s < T} e^{\beta A_s} \bar{Y}_s (\Delta_+ \bar{K}_s^+ - \Delta_+ \bar{K}_s^-) \\
= \sum_{t \leq s < T} e^{\beta A_s} (Y_s - \xi_s) \Delta_+ K_s^+ - \sum_{t \leq s < T} e^{\beta A_s} (Y_s' - \xi_s) \Delta_+ K_s^+ \\
+ \sum_{t \leq s < T} e^{\beta A_s} (Y_s' - \xi_s) \Delta_+ K_s^- - \sum_{t \leq s < T} e^{\beta A_s} (Y_s - \xi_s) \Delta_+ K_s^- \\
- \sum_{t \leq s < T} e^{\beta A_s} (Y_s - \xi_s) \Delta_+ K_s^- - \sum_{t \leq s < T} e^{\beta A_s} (Y_s - \xi_s) \Delta_+ K_s^-
\leq 0.
\]

Moreover, by using the stochastic Lipschitz condition on $f$, we get for any $\beta > 4$
\[
E \int_t^T e^{\beta A_s} |\bar{Y}_s|^2 dA_s + E \int_t^T e^{\beta A_s} (|\bar{Z}_s|^2 + \|\bar{V}_s\|^2) ds + E \int_t^T e^{\beta A_s} d[M, \bar{M}]_s \\
\leq \frac{3}{\beta - 1} \left( E \int_t^T e^{\beta A_s} |\bar{y}_s|^2 dA_s + E \int_t^T e^{\beta A_s} |\bar{\xi}_s|^2 ds + E \int_t^T e^{\beta A_s} \|\bar{v}_s\|^2 ds \right).
\]

Then the mapping $\Phi$ is a contraction and then has a unique fixed point $(Y, Z, V)$ which actually belongs to $D_\beta$. Moreover, there exists $(M, K^+, K^-) \in \mathcal{M}_T^2 \times \mathbb{S}^2 \times \mathbb{S}^2$ ($K_0^\pm = 0$) such that $(Y, Z, V, M, K^+, K^-)$ is a unique solution of the DRBSDE associated with $(f, \xi, \zeta)$.

4. Comparison theorem

The comparison theorem is one of the principal tools in the theories of the BSDEs. But it does not hold in general for solutions of BSDEs with jumps (see the counter example in Barles et al., 1997). However, it’s shown in special cases (see for example Royer, 2006; Yin and Mao, 2008).

In order to obtain the comparison theorem, we will discuss the following generator:
\[
f^1(\omega, t, y, z, v) = F(\omega, t, y, z) + \int_{\mathcal{U}} \pi_t(\omega, e)v(e)\lambda(\omega)
\]
where
Theorem 4.1. Assume that \( f^1(\cdot, Y^2, Z^2, V^2) \leq f^2(\cdot, Y^2, Z^2, V^2) \) a.s., \( \xi^1 \leq \xi^2 \) a.s. and \( \zeta^1 \leq \zeta^2 \) a.s. Then \( Y^1 \leq Y^2 \) a.s.

Proof: Let us put \( \tilde{\mathcal{H}} = \mathcal{H}^1 - \mathcal{H}^2 \) for \( \mathcal{H} \in \{ Y, Z, V, M, K^+, K^-, \zeta, \xi \} \). Then

\[
\bar{Y}_t = \xi_T + \int_t^T \left( \varphi_s \bar{Y}_s + \psi_s \bar{Z}_s + \int_\mathcal{U} \pi_t(\omega, e) \bar{V}_s(e) \lambda(de) + \phi_s \right) ds + (\bar{K}^+_T - \bar{K}^-_T)
- (\bar{K}^-_T - \bar{K}^+_T) - \int_t^T \bar{Z}_s d\bar{B}_s - \int_t^T \int_\mathcal{U} \bar{V}_s(e) \bar{\mu}(ds, de) - \int_t^T d\bar{M}_s \tag{4.1}
\]

where

\[
\varphi_t = (\bar{Y}_t)^{-1}(\mathbb{1}_{\{Y_t \neq 0\}}(F(t, Y^1_t, Z^1_t) - F(t, Y^2_t, Z^2_t));
\psi_t = (\bar{Z}_t)^{-1}(\mathbb{1}_{\{Z_t \neq 0\}}(F(t, Y^2_t, Z^2_t) - F(t, Y^2_t, Z^2_t));
\phi_t = f^1(t, Y^2_t, Z^2_t, V^2) - f^2(t, Y^2_t, Z^2_t, V^2).
\]

Set

\[
d\tilde{\mathbb{P}} = \exp \left\{ \int_0^T \psi_s dB_s - \int_0^T \frac{1}{2} |\psi_s|^2 ds \right\} \prod_{0 < s \leq T} \left( 1 + \int_\mathcal{U} \pi_t(\omega, e) \mu(\{t\}, de) \right) \times
\exp \left\{ - \int_0^T \int_\mathcal{U} \pi_t(\omega, e) \lambda(de) dt \right\} d\mathbb{P}.
\]

Then by Girsanov transformation theorem, there exists a probability measure \( \tilde{\mathbb{P}} \) defined on the standard measurable space \((\Omega, \mathcal{F})\) such that where \( \tilde{B}_t = B_t - \int_0^t \varrho_s ds \) is a Brownian motion under probability measure \( \tilde{\mathbb{P}} \) and \( \tilde{\mu}(dt, de) = \mu(dt, de) - \pi_t(\omega, e) \lambda(de) dt \) is a \( \tilde{\mathbb{P}} \)-martingale measure. Then the DRBSDE (4.1) can be rewritten as

\[
\bar{Y}_t = \xi_T + \int_t^T \left( \varphi_s \bar{Y}_s + \phi_s \right) ds + (\bar{K}^+_T - \bar{K}^-_T) - (\bar{K}^-_T - \bar{K}^+_T) - \int_t^T \bar{Z}_s d\bar{B}_s
- \int_t^T \int_\mathcal{U} \bar{V}_s(e) \bar{\mu}(ds, de) - \int_t^T d\bar{M}_s.
\]

From Proposition A.7, there exists a nondecreasing process \((\bar{A}_t)_{t \leq T}\) with regulated trajectories such that

\[
|\bar{Y}_t|^2 = |\bar{Y}_0|^2 - 2 \int_0^t \bar{Y}_s^+ (\varphi_s \bar{Y}_s + \phi_s) ds - 2 \int_0^t \bar{Y}_s^+ d\bar{K}_s^+ + 2 \int_0^t \bar{Y}_s^- d\bar{K}_s^-
+ 2 \int_0^t \bar{Y}_s^+ \bar{Z}_s d\bar{B}_s + 2 \int_0^t \bar{Y}_s^+ \bar{V}_s(e) \bar{\mu}(ds, de) + 2 \int_0^t \bar{Y}_s^- d\bar{M}_s + \bar{A}_t.
\]
By applying the Corollary A.6 (see Appendix), we get

\[
e^{\beta A_t} |Y_t^+|^2 + \beta \int_t^T e^{\beta A_t} |Y_s^+|^2 dA_s + \int_t^T e^{\beta A_t} |\bar{Z}_s|^2 ds + \int_t^T e^{\beta A_t} d(\bar{M})_s\
\]

\[
e^{\beta A_T} |\xi_T^+|^2 + 2 \int_t^T e^{\beta A_s} \bar{Y}_s^+ (\varphi_s \bar{Y}_s + \phi_s) ds + 2 \int_t^T e^{\beta A_s} \bar{Y}_s^+ (dK_s^{+,s} - dK_s^{-,s})
\]

\[-2 \int_t^T e^{\beta A_s} \bar{Y}_s^+ \bar{Z}_s d\bar{B}_s - \int_t^T \int_\mathcal{U} e^{\beta A_s} \bar{Y}_s^+ \tilde{V}_s(e) \tilde{\mu}(ds, de) - \int_t^T e^{\beta A_s}\bar{Y}_s^+ d\bar{M}_s
\]

\[-\sum_{t<s\leq T} e^{\beta A_t} (\bar{Y}_s^+ - \bar{Y}_s^-)^2 - \sum_{t\leq s<T} e^{\beta A_t} ((\bar{Y}_s^+)^2 - (\bar{Y}_s^-)^2) - \int_t^T e^{\beta A_s} dA_s.
\]

Taking the \(\tilde{P}\)-expectation on the both sides, taking into consideration the assumptions of theorem and using the facts that \(\varphi_s \leq a_s^2\) and \(\bar{Y}_s^+ (dK_s^{+,s} - dK_s^{-,s}) \leq 0\), we deduce that for all \(\beta > 2\)

\[
E[e^{\beta A_t} |\bar{Y}_t^+|^2] \leq 0.
\]

It follows that \(\bar{Y}_t^+ = 0\), i.e. \(Y_t^1 \leq Y_t^2\) for all \(t \leq T\) \(\tilde{P}\)-a.s. and so \(P\)-a.s. \(\Box\)

**Remark 4.2.**

- If \(\xi = -\infty\) then \(dK^{+,j} = 0\) for \(j = 1, 2\) and the comparison theorem holds also for the upper-barrier reflected BSDEs.
- If \(\xi = +\infty\) then \(dK^{-,j} = 0\) for \(j = 1, 2\) and the comparison theorem holds also for the lower-barrier reflected BSDEs.
- If \(\xi = -\infty\) and \(\zeta = +\infty\) then the comparison theorem holds also for the standard BSDEs.

**Remark 4.3.** If we consider the penalized equations relative to the RBSDE with data \((g^j, \xi^j)\) for \(j = 1, 2\) and \(n \in \mathbb{N}\), as follows

\[
Y_t^{n,j} = \xi_T^j + \int_t^T g^j(s) ds - n \int_t^T (Y_s^{n,j} - \zeta_s)^+ ds - \sum_{t \leq s^{n,i} < T} (Y_{s^{n,i}+}^{n,j} - \zeta_{s^{n,i}})^+
\]

\[
+ K_t^{+,n,j} - K_t^{-,n,j} - \int_t^T Z_s^{n,j} dB_s - \int_t^T \int_\mathcal{U} V_s^{n,j}(e) \tilde{\mu}(ds, de) - \int_t^T dM_s^{n,j},
\]

\[
Y_t^{n,j} \geq \xi_T^j \quad \forall t \leq T,
\]

\[
\int_0^T (Y_t^{n,j} - \xi_t^j) dK_t^{+,n,s+j} + \sum_{t < T} (Y_t^{n,j} - \xi_t^j) \Delta_t K_t^{+,n,s} = 0 \text{ a.s.}
\]

Then, if \(\xi^1 \leq \xi^2\) and \(g^1 \leq g^2\), we have \(K_t^{+,n,1} \geq K_t^{+,n,2}\). Actually, From Remark 4.2, we have \(Y_t^{n,1} \leq Y_t^{n,2}\) for \(t \leq T\). Since \(K_t^{+,n,s+j} = n \int_0^t (Y_s^{n,j} - \xi_t^j)^+ ds\) for \(j = 1, 2\), we deduce that \(K_t^{+,n,s,1} \geq K_t^{+,n,s,2}\) for \(t \leq T\). Similarly, we have \(\sum_{s < t} \Delta_t K_t^{+,n,1} \geq \sum_{s < t} \Delta_t K_t^{+,n,2}\) a.s.

**Appendix A.**

**A.1. Special BSDEs in a general filtration.** In this section we give a special case of existence and uniqueness result of BSDEs with jumps in a general filtration when the coefficient depends only on \(y\). Consider the following BSDE

\[
Y_t = \xi + \int_t^T h(s, Y_s) ds - \int_t^T Z_s dB_s - \int_t^T V_s(e) \tilde{\mu}(ds, de) - \int_t^T dM_s \quad (A.1)
\]
where $\mathbb{E}\left[e^{\beta A_T} |\xi|^2 \right] < +\infty$, $\frac{h(t,0)}{a_t} \in \mathcal{H}_2^2$ and $h$ is Lipschitz i.e. there exists a positive constant $\kappa$ such that for all $(t,y,y') \in [0,T] \times \mathbb{R}^2$, $|h(t,y) - h(t,y')| \leq \kappa|y - y'|$.

**Theorem A.1.** The BSDE (A.1) admits a unique solution $(Y,Z,V,M) \in \mathfrak{B}_2^2 \times \mathcal{H}_2^2 \times \mathcal{L}_2^2 \times \mathcal{M}_2^3$.

**Proof:** Remark that the condition $\mathbb{E}\int_0^T |h(t,0)|^2 dt < +\infty$ is not satisfied in our framework, then we can not apply the existence result of Kruse and Popier (2016). So, since

$$
\mathbb{E} \left[ \xi + \int_0^T h(t,0) dt \right]^2 \leq 2\mathbb{E} e^{\beta A_T} |\xi|^2 + \frac{2}{\beta} \mathbb{E} \int_0^T e^{\beta A_t} \left| \frac{h(t,0)}{a_t} \right|^2 dt,
$$

then from the martingale representation Theorem (see Lemma 4.24, Chapter III in Jacod and Shiryaev, 2003), there exists a triplet of processes $(Z,V,M) \in \mathcal{H}^2 \times \mathcal{L}^2 \times \mathcal{M}^2$ such that

$$
Y_t = \mathbb{E} \left[ \xi + \int_t^T h(s,0) ds \right] + \int_0^t Z_s dB_s + \int_0^t \int_U V_s(e) \tilde{\mu}(ds,de) + \int_0^t dM_s
$$

where $Y_t = \mathbb{E} \left[ \xi + \int_t^T h(s,0) ds \right] \mathcal{F}_t]$. Moreover, we have

$$
e^{\beta A_t}|Y_t|^2 \leq 2\mathbb{E} \left[ e^{\beta A_T} |\xi|^2 + \frac{1}{\beta} \int_0^T e^{\beta A_s} \left| \frac{h(s,0)}{a_s} \right|^2 ds \right].
$$

By Doob’s maximal quadratic inequality, we deduce that

$$
\mathbb{E} \left[ \text{ess sup}_{T \in [0,T]} e^{\beta A_T} |Y_T|^2 \right] \leq \mathbb{E} \left[ \text{sup}_{0 \leq t \leq T} e^{\beta A_t} |Y_t|^2 \right] \leq 2\mathbb{E} \left[ e^{\beta A_T} |\xi|^2 + \frac{1}{\beta} \int_0^T e^{\beta A_s} \left| \frac{h(s,0)}{a_s} \right|^2 ds \right].
$$

On the other hand, by applying Itô’s formula, we can find a positive constant $C$ such that

$$
\mathbb{E} \int_t^T e^{\beta A_s} |Y_s|^2 dA_s + \mathbb{E} \int_t^T e^{\beta A_s} (|Z_s|^2 + \|V_s\|^2_2) ds + \mathbb{E} \int_t^T e^{\beta A_s} d[M]_s \leq C \left( \mathbb{E} e^{\beta A_T} |\xi|^2 + \mathbb{E} \int_0^T e^{\beta A_s} \left| \frac{h(s,0)}{a_s} \right|^2 ds \right).
$$

Next, define the sequence $(Y^n,Z^n,V^n)$ as follows: $(Y^0,Z^0,V^0) = (0,0,0)$ and $(Y^{n+1}, Z^{n+1}, V^{n+1})$ is solution of the BSDE

$$
Y_{t}^{n+1} = \xi + \int_t^T h(s,Y^n_s) ds - \int_t^T Z_{s}^{n+1} dB_s - \int_t^T \int_U V^{n+1}_s(e) \tilde{\mu}(ds,de) - \int_t^T dM^{n+1}_s.
$$

For $n \geq p \geq 0$, let us put $\mathfrak{R}^{n,p} = \mathfrak{R}^n - \mathfrak{R}^p$ for $\mathfrak{R} \in \{Y,Z,V\}$. By using Itô’s formula, we obtain

$$
\|Y^{n+1,p+1}\|_{\mathcal{S}_2^A}^2 + \|Z^{n+1,p+1}\|_{\mathcal{H}_2^2}^2 + \|V^{n+1,p+1}\|_{\mathcal{L}_2^2}^2 + \|M^{n+1,p+1}\|_{\mathcal{M}_2^3}^2
\leq \frac{\kappa^2}{\epsilon(\beta-1)} \left( \|Y^{n,p}\|_{\mathcal{S}_2^A}^2 + \|Z^{n,p}\|_{\mathcal{H}_2^2}^2 + \|V^{n,p}\|_{\mathcal{L}_2^2}^2 + \|M^{n,p}\|_{\mathcal{M}_2^3}^2 \right).
$$
Choosing $\beta > 0$ such that $\beta > \frac{C^2}{\epsilon^2} + 1$, then $(Y^n, Z^n, V^n, M^n)$ is a Cauchy sequence for the Banach space $S^2_{\beta} \times \mathcal{H}^2_{\beta} \times \mathcal{L}^2_{\beta} \times \mathcal{M}^2_{\beta}$. Then, there exists a unique $(Y, Z, V, M) \in S^2_{\beta} \times \mathcal{H}^2_{\beta} \times \mathcal{L}^2_{\beta} \times \mathcal{M}^2_{\beta}$ solution of BSDE (A.1).

In the following, a special comparison theorem for BSDE (A.1) that is a particular case of the Proposition 4 in Kruse and Popier (2016):

**Theorem A.2.** Let $(Y^1, Z^1, V^1, M^1)$ be a solution to BSDE (A.1) associated with parameters $(\xi^1, h^1)$ for $i = 1, 2$. If $\xi^1 \leq \xi^2$ and $h^1 \leq h^2$ then $Y^1 \leq Y^2$ a.s.

**A.2. Special RBSDEs in a general filtration.** In the following, we prove the existence and uniqueness of solution to one lower barrier reflected BSDE with jumps and regulated trajectories which take the form:

\[
\begin{align*}
Y_t &= \xi_T + \int_t^T h(s) ds + K_T - K_t - \int_t^T Z_s dB_s - \int_t^T V_s(\epsilon) d\mu(ds, de) \\
&\quad - \int_t^T \frac{\partial}{\partial s} \mathbb{E} \left[ \xi_T^+ \right] dM_s,
\end{align*}
\]

\[
Y_t \geq \xi_t \quad \forall t \leq T \text{ and } \int_0^T (Y_t - \xi_t) dK_t^+ + \sum_{t < T} (Y_t - \xi_t) \Delta_+ K_t = 0 \text{ a.s.}
\]

(A.2)

where $\xi^+ \in S^2_{2\beta}$ and $\frac{h}{a} \in \mathcal{H}^2_{\beta}$.

**Theorem A.3.** The RBSDE (A.2) admits a unique solution $(Y, Z, V, M, K) \in \mathcal{B}^2_{\beta} \times \mathcal{H}^2_{\beta} \times \mathcal{L}^2_{\beta} \times \mathcal{M}^2_{\beta} \times \mathbb{S}^2$ and there exists a positive constant $C$ such that

\[
\mathbb{E} \sup_{\tau \in [0, T]} e^{\beta A_\tau} |Y_{\tau}|^2 + \mathbb{E} \int_0^T e^{\beta A_t} \left[ Y_t^2 + |Z_t|^2 + |V_t|^2 \right] dt + \mathbb{E} \int_0^T e^{\beta A_t} |K_t|^2 dt \leq C \left( \mathbb{E} \sup_{\tau \in [0, T]} e^{2\beta A_\tau} \left| \xi_{\tau}^+ \right|^2 \right) + \mathbb{E} \int_0^T e^{\beta A_t} \left| \frac{h_t}{a_t} \right|^2 ds.
\]

(A.3)

**Proof:** Here, we can not apply the existence result of Baadi and Ouknine (2017) since $\mathbb{E} \int_0^T |h(t)|^2 dt < +\infty$ is not satisfy in general. So, for each $n \in \mathbb{N}$, we consider the following penalized version of BSDE

\[
Y^n_t = \xi_T + \int_t^T h(s) ds + n \int_t^T (Y^n_s - \xi_s)^- ds + \sum_{t \leq \tau_{n, i} < T} (Y^n_{\tau_{n, i}} - \xi_{\tau_{n, i}})^- \\
- \int_t^T Z^n_s dB_s - \int_t^T V^n_s(\epsilon) d\mu(ds, de) - \int_t^T \frac{\partial}{\partial s} \mathbb{E} \left[ \xi_T^+ \right] dM^n_s
\]

(A.4)

where $\{\sigma_{n,i}\}$ is arrays of stopping times exhausting right-jumps of $\xi$ defined, for all $n \in \mathbb{N}$, inductively by:

\[
\begin{align*}
\sigma_{n,0} &= 0, \\
\sigma_{1,i} &= \inf \{ t > \sigma_{1,i-1} \mid \Delta_+ \xi_t < -1 \} \wedge T, \\
\sigma_{n+1,i} &= \inf \{ t > \sigma_{n+1,i-1} \mid \Delta_+ \xi_t < -\frac{1}{n+1} \} \wedge T, \quad i = 1, \ldots, k_1
\end{align*}
\]
Moreover, from the uniform estimate (A.6) and Fatou’s lemma, we have
\[ Y_t = \xi_t \quad \text{thanks to the monotonic limit theorem for regulated processes (see for instance)} \]
\[ \forall t \geq 0, \quad Y_t \text{ has regulated trajectories}. \]

Let \( h^n(t, y) = h(t) + n(y - \xi_t)^- \). Remark that \( h^n \) is \( n \)-Lipschitz and
\[ \mathbb{E} \int_0^T e^{\beta A_s} \left| \frac{h^n(t, 0)}{a_t} \right|^2 \, dt \leq 2 \mathbb{E} \int_0^T e^{\beta A_s} \left| \frac{h(t)}{a_t} \right|^2 \, dt + \frac{2n^2 T}{\varepsilon} \mathbb{E} \sup_{\tau \in [0, T]} e^{2\beta A_{\tau}} |\xi^+_\tau|^2. \]

Then, from Theorem A.1, on each interval \( |\sigma_{n,i-1}, \sigma_{n,i}|, i = 1, \ldots, k_n + 1 \) with \( \sigma_{n,k_n+1} = T \), there exists a unique process \( (Y^n, Z^n, V^n, M^n) \in \mathcal{B}^2_\beta \times \mathcal{M}^2_\beta \times \mathcal{L}^2_\beta \times \mathcal{M}^2_\beta \) solution of the BSDE which take the form
\[
Y^n_t = \xi_{\sigma_{n,i}} \lor Y^n_{\sigma_{n,i}+} + \int_{\sigma_{n,i}}^{\sigma_{n,i}+} h(s) \, ds + n \int_{\sigma_{n,i}}^{\sigma_{n,i}+} (Y^n_s - \xi_s)^- \, ds - \int_{\sigma_{n,i}}^{\sigma_{n,i}+} Z^n_s \, dB_s - \int_{\sigma_{n,i}}^{\sigma_{n,i}+} V^n_s \, \hat{\mu}(ds, de) - \int_{\sigma_{n,i}}^{\sigma_{n,i}+} dM^n_s, \quad t \in [\sigma_{n,i-1}, \sigma_{n,i}] \]

with the convention \( Y^n_0 = \xi_T \) and \( Y^n_T = \xi_0 \lor Y^n_0^- \). On the other hand, the BSDE (A.4) can be written as
\[
Y^n_t = \xi_T + \int_t^T h(s) \, ds + K^n_T - K^n_t - \int_t^T Z^n_s \, dB_s - \int_t^T V^n_s \, \hat{\mu}(ds, de) - \int_t^T dM^n_s \tag{A.5}
\]
where
\[ K^n_t := K^n_{t+} + \sum_{s \leq t} \Delta_s K^n_s = n \int_0^t (Y^n_s - \xi_s)^- \, ds + \sum_{0 \leq s \leq t} (Y^n_{\sigma_{n,i}} - \xi_{\sigma_{n,i}})^-. \]

By applying Corollary A.6 and Burkholder-Davis-Gundy’s inequality, we find that
the sequence of processes \( (Y^n, Z^n, V^n, M^n, K^n)_{n \geq 0} \) satisfies the uniform estimate
\[ \mathbb{E} \sup_{\tau \in [0, T]} e^{\beta A_{\tau}} |Y^n_\tau|^2 + \mathbb{E} \int_0^T e^{\beta A_s} |Y^n_s|^2 \, dA_s + \mathbb{E} \int_0^T e^{\beta A_s} (|Z^n_s|^2 + |V^n_s|^2) \, ds \]
\[ + \mathbb{E} \int_0^T e^{\beta A_s} d[M^n_s] + \mathbb{E} |K^n_T|^2 \]
\[ \leq C \left( \mathbb{E} \sup_{\tau \in [0, T]} e^{2\beta A_{\tau}} |\xi^+_\tau|^2 + \mathbb{E} \int_0^T e^{\beta A_s} \left| \frac{h(s)}{a_s} \right|^2 \, ds \right), \tag{A.6}
\]
where \( C \) is a positive constant independent of \( n \).

Now, we establish the convergence of sequence \( (Y^n, Z^n, V^n, M^n, K^n) \). Obviously that \( h^n(\cdot, y) \leq h^{n+1}(\cdot, y) \) for each \( n \in \mathbb{N} \), it follows from the comparison theorem A.2 that \( Y^n \leq Y^{n+1} \). Hence there exists a process \( Y \) such that \( Y^n \nearrow Y \) \( \forall t \leq T \) a.s. and thanks to the monotonic limit theorem for regulated processes (see for instance Theorem 2.10 in Klismiak et al., 2019) the limit process \( Y \) has regulated trajectories.

Moreover, From the uniform estimate (A.6) and Fatou’s lemma, we have
\[ \mathbb{E} \sup_{\tau \in [0, T]} e^{\beta A_{\tau}} |Y^n_\tau|^2 \leq \liminf_{n \to +\infty} \mathbb{E} \sup_{\tau \in [0, T]} e^{\beta A_{\tau}} |Y^n_\tau|^2 \]
\[ \leq C \left( \mathbb{E} \sup_{\tau \in [0, T]} e^{2\beta A_{\tau}} |\xi^+_\tau|^2 + \mathbb{E} \int_0^T e^{\beta A_s} \left| \frac{h(s)}{a_s} \right|^2 \, ds \right). \]
On the other hand, for all $n \geq p \geq 0$, Corollary A.6 implies

$$e^{\beta A_t}|Y^n_t - Y^p_t|^2 + \beta \int_t^T e^{\beta A_s}|Y^n_s - Y^p_s|^2 dA_s + \int_t^T e^{\beta A_s}|Z^n_s - Z^p_s|^2 ds$$

$$+ \int_t^T e^{\beta A_s} d(M^n - M^p)_s$$

$$= -2 \int_t^T e^{\beta A_s} (Y^n_s - Y^p_s)(Z^n_s - Z^p_s) dB_s - 2 \int_t^T e^{\beta A_s} (Y^n_s - Y^p_s) d(M^n_s - M^p_s)$$

$$-2 \int_t^T \int_s^T e^{\beta A_s} (Y^n_s - Y^p_s) (V^n(u) - V^p(u)) \tilde{\mu}(ds, de)$$

$$+ 2 \int_t^T e^{\beta A_s} (Y^n_s - Y^p_s) d(K^n_s - K^p_s)$$

$$- \sum_{t \leq s < T} e^{\beta A_s} |\Delta(Y^n_s - Y^p_s)|^2 - \sum_{t \leq s < T} e^{\beta A_s} (|Y^n_s - Y^p_s|^2 - |Y^n_s - Y^p_s|^2).$$

By using the same computations as those used to get (3.9), and the fact that

$$|Y^n_{s+} - Y^p_{s+}|^2 - |Y^n_s - Y^p_s|^2 = |\Delta_+(Y^n_s - Y^p_s)|^2 + 2(Y^n_s - Y^p_s) \Delta_+(Y^n_s - Y^p_s)$$

$$= |\Delta_+(Y^n_s - Y^p_s)|^2 + 2(Y^n_s - Y^p_s) \Delta_+(K^n_s - K^p_s)$$

we obtain

$$\beta \mathbf{E} \int_0^T e^{\beta A_s}|Y^n_s - Y^p_s|^2 dA_s + \mathbf{E} \int_0^T e^{\beta A_s} |Z^n_s - Z^p_s|^2 + \|V^n_s - V^p_s\|_p^2 ds$$

$$+ \mathbf{E} \int_0^T e^{\beta A_s} d(M^n - M^p)_s$$

$$\leq 2 \mathbf{E} \int_0^T e^{\beta A_s} (Y^n_s - Y^p_s) d(K^n_s - K^p_s) - \mathbf{E} \sum_{0 \leq s < T} e^{\beta A_s} |\Delta_+(Y^n_s - Y^p_s)|^2$$

$$\leq 2 \mathbf{E} \sup_{0 \leq t \leq T} e^{\beta A_t} (Y^n_t - \xi_t)^- K^n_T + 2 \mathbf{E} \sup_{0 \leq t \leq T} e^{\beta A_t} (Y^n_t - \xi_t)^- K^p_T.$$

By using the fact that

$$\mathbf{E} \sup_{0 \leq t \leq T} e^{2\beta A_t} |(Y^n_t - \xi_t)|^2 \overset{n \to +\infty}{\longrightarrow} 0 \quad (A.7)$$

we can conclude that

$$\|Y^n - Y^p\|_{S_\beta^A}^2 + \|Z^n - Z^p\|_{H^2_\beta}^2 + \|V^n - V^p\|_{L^2_\beta}^2 + \|M^n - M^p\|_{M^2_\beta}^2 \overset{n,p \to +\infty}{\longrightarrow} 0.$$ 

Then $(Y^n, Z^n, V^n, M^n)_{n \geq 0}$ is a Cauchy sequence in $S^2_A \times H^2_\beta \times L^2_\beta \times M^2_\beta$. So, there exists a quadruple $(Y, Z, V, M) \in S^2_A \times H^2_\beta \times L^2_\beta \times M^2_\beta$ such that

$$\|Y^n - Y\|_{S_\beta^A}^2 + \|Z^n - Z\|_{H^2_\beta}^2 + \|V^n - V\|_{L^2_\beta}^2 + \|M^n - M\|_{M^2_\beta}^2 \overset{n \to +\infty}{\longrightarrow} 0.$$ 

On the other hand, by Burkholder-Davis-Gundy’s inequality, we have

$$\mathbf{E} \left[ \text{ess sup}_{r \in [0, t]} e^{\beta A_t} |Y^n_r - Y^p_r|^2 \right] \overset{n,p \to +\infty}{\longrightarrow} 0.$$
Then, \( \mathbb{E} \left[ \text{ess sup}_{\tau \in \mathcal{T}_{[0,T]}} e^{\beta \mathcal{A}_\tau} |Y^n_\tau - Y_T|^2 \right] \xrightarrow{n \to +\infty} 0 \) with \( Y \in \mathcal{S}^2_\beta \). Further, from the equation (A.5), we have also
\[
\mathbb{E} \left[ \text{ess sup}_{\tau \in \mathcal{T}_{[0,T]}} |K^n_\tau - K^n_T|^2 \right] \xrightarrow{n,p \to +\infty} 0.
\]

Consequently, there exists an optional process \( K^n \) as \( n \to +\infty \). It remains to check the Skorokhod condition. We have just seen that the sequence \((Y^n, K^n)\) tends to \((Y, K)\) uniformly in \( t \) in probability with \( K = K^* + \Delta_+ K \) with \( \Delta_+ K_t = (Y_{t^+} - \xi_t) - 1(Y_t = \xi_t) \). Then the measure \( dK^n \to dK^* \) weakly in probability, hence
\[
\int_0^T (Y^n_t - \xi_t) dK^n_t \xrightarrow{P \to +\infty} \int_0^T (Y_t - \xi_t) dK^*_t.
\]

We deduce from the equation (A.7) that \( \int_0^T (Y^n_t - \xi_t) dK^n_t \leq 0 \), \( n \in \mathbb{N} \), which implies that \( \int_0^T (Y_t - \xi_t) dK^*_t \leq 0 \). On the other hand, since \( Y_t \geq \xi_t \), we have \( \int_0^T (Y_t - \xi_t) dK^*_t \geq 0 \). Hence \( \int_0^T (Y_t - \xi_t) dK^*_t = 0 \). Finally, by applying Corollary A.6, one can derive that
\[
\mathbb{E} \int_0^T e^{\beta A_t} |Y_t| a_s ds +\mathbb{E} \int_0^T e^{\beta A_t} (|Z_t|^2 + |V_t|^2) ds +\mathbb{E} \int_0^T e^{\beta A_t} |h(s)|^2 ds \leq C \left( \mathbb{E} \text{ess sup}_{\tau \in \mathcal{T}_{[0,T]}} e^{2\beta A_\tau} |\xi^-|^2 + \mathbb{E} \int_0^T e^{\beta A_t} \left| \frac{h(s)}{a_s} \right|^2 ds \right)
\]
where \( C \) is a positive constant. The proof is complete. \( \square \)

**Corollary A.4.** The RBSDE with one upper reflecting barrier \( \zeta \), that is
\[
\begin{align*}
Y_t &= \zeta_T + \int_t^T h(s) ds - K_T + K_t - \int_t^T Z_s dB_s - \int_t^T V_s(e) \mu(ds, de) \\
& \quad - \int_t^T dM_s, \\
Y_t &\leq \zeta_t \quad \forall t \leq T \\
\end{align*}
\]

admits a unique solution \( (Y,Z,V,M,K) \in \mathcal{B}_\beta^2 \times \mathcal{H}_\beta^2 \times \mathcal{L}_\beta^2 \times \mathcal{M}_\beta^2 \times \mathcal{S}^2 \) and there exists a positive constant \( C \) such that
\[
\begin{align*}
\mathbb{E} \left[ \text{ess sup}_{\tau \in \mathcal{T}_{[0,T]}} e^{\beta A_\tau} |Y_T|^2 \right] + \mathbb{E} \int_t^T e^{\beta A_s} |Y_s|^2 ds + \mathbb{E} \int_t^T e^{\beta A_s} (|Z_s|^2 + |V_s|^2) ds \\
& \quad + \mathbb{E} \int_t^T e^{\beta A_s} |h(s)|^2 ds \leq C \left( \mathbb{E} \text{ess sup}_{\tau \in \mathcal{T}_{[0,T]}} e^{2\beta A_\tau} |\xi^-|^2 + \mathbb{E} \int_0^T e^{\beta A_t} \left| \frac{h(s)}{a_s} \right|^2 ds \right). \quad (A.8)
\end{align*}
\]
A.3. Itô’s formula for irregular processes.

**Theorem A.5.** Let $Y$ be an adapted process with regulated trajectories such that

$$Y_t = Y_t^* + \sum_{s<t} \Delta Y_s \quad \forall t \leq T,$$

where $Y^*$ is the càdlàg part of the process $Y$ and $\sum_{s<t} |\Delta Y_s| < +\infty$ a.s. Let $F$ be a twice continuously differentiable function on $\mathbb{R}^n$. Then, almost surely, for each $n \in \mathbb{N}$ and all $t \geq 0$,

$$F(Y_t) = F(Y_0) + \sum_{k=1}^n \int_0^t D^k F(Y_{s-}) dY^*_s^{k} + \frac{1}{2} \sum_{k,l=1}^n \int_0^t D^k D^l F(Y_{s-}) d[Y^*_s^{k}, Y^*_s^{l}]^c + \sum_{0<s<t} \left[ F(Y_s) - F(Y_{s-}) - \sum_{k=1}^n D^k F(Y_{s-}) \Delta Y_s^k \right] + \sum_{0\leq s<t} [F(Y_{s+}) - F(Y_s)],$$

where $D^k$ denotes the differentiation operator with respect to the $k$-th coordinate, and $[.,.]^c$ denotes the continuous part of the quadratic variation of corresponding process.

**Corollary A.6.** Let $Y$ be an adapted process with regulated trajectories and $X$ be a continuous process of finite variation. Then, almost surely, for all $t \geq 0$,

$$F(X_t,Y_t) = F(X_0,Y_0) + \int_0^t \partial_X F(X_s,Y_s) ds + \int_0^t \partial_Y F(X_s,Y_{s-}) dY^*_s + \frac{1}{2} \int_0^t \partial_Y^2 F(X_s,Y_{s-}) d(Y^*_s)^c + \sum_{0<s<t} \left[ F(X_s,Y_s) - F(X_s,Y_{s-}) - \partial_Y F(X_s,Y_{s-}) \Delta Y_s \right] + \sum_{0\leq s<t} [F(X_{s+}, Y_s) - F(X_s, Y_s)]$$

where $\partial_Y$ is the partial derivative operator with respect to $Y$.

In what follows, we give a version of Tanaka’s formula of a strong optional semimartingales which can be seen as an extension of theorem 66 page 210 in Protter (2005).

**Proposition A.7** (Tanaka’s formula). Let $Y$ be an adapted process with regulated trajectories and $F: \mathbb{R} \to \mathbb{R}$ be a convex function. Then, $F(Y)$ is a strong optional semimartingale. Moreover, denoting by $F'$ the left-hand derivative of the convex function $F$. Then, almost surely, for each $n \in \mathbb{N}$ and all $t \geq 0$,

$$F(Y_t) = F(Y_0) + \int_0^t F'(Y_{s-}) dY^*_s + \mathcal{A}_t,$$

where $\mathcal{A}$ is a nondecreasing adapted process with regulated trajectories such that

$$\Delta \mathcal{A}_t = F(Y_t) - F(Y_{t-}) - F'(Y_{t-}) \Delta Y_t \quad \text{and} \quad \Delta_+ \mathcal{A}_t = F(Y_{t+}) - F(Y_t).$$

**Proof:** See the proof of Lemma 9.1 in Grigorova et al. (2020). □
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