Abstract. In this paper, we consider $U$-statistics whose data is a strictly stationary sequence which can be expressed as a functional of an i.i.d. one. We establish a strong law of large numbers, a bounded law of the iterated logarithms and a central limit theorem under a dependence condition. The main ingredients for the proof are an approximation by $U$-statistics whose data is a functional of $\ell$ i.i.d. random variables and an analogue of the Hoeffding’s decomposition for $U$-statistics of this type.

1. Introduction and main results

1.1. Context. Let $(X_j)_{j \geq 1}$ be a strictly stationary sequence, in the sense that the vectors $(X_i)_{i=1}^n$ and $(X_{i+k})_{i=1}^n$ have the same distribution for all $n$ and $k \geq 1$. The $U$-statistic of kernel $h: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ and data $(X_j)_{j \geq 1}$ is defined as

$$U_n := \sum_{1 \leq i < j \leq n} h(X_i, X_j), \quad n \geq 2.$$ (1.1)

The study of the asymptotic behavior of the sequence $(U_n)_{n \geq 2}$ properly normalized is a question of interest in probability theory and the applications. We will be interested in the following three limit theorems.

(1) Law of large numbers: let $1 \leq p < 2$; the following convergence holds

$$\frac{1}{n^{1+1/p}} (U_n - \mathbb{E}[U_n]) \to 0 \text{ a. s.}$$ (1.2)
(2) Bounded law of the iterated logarithms: the random variable
\[
\sup_{n \geq 1} \frac{1}{n^{3/2}} \sqrt{\text{LL}(n)} |U_n - \mathbb{E}[U_n]| \tag{1.3}
\]
is almost surely finite, where \(L: \mathbb{R}_+ \to \mathbb{R}_+\) is defined by \(L(x) = \max\{\ln x, 1\}\) and \(\text{LL}(x) := L \circ L(x)\).

(3) Central limit theorem: there exists a \(\sigma > 0\) such that
\[
\frac{1}{n^{3/2}} (U_n - \mathbb{E}[U_n]) \rightarrow \sigma N \text{ in distribution,} \tag{1.4}
\]
where \(N\) is a standard normal random variable.

Usually, the conditions for guaranteeing this kind of limit theorems are on the dependence of the sequence \((X_j)_{j \geq 1}\) and also on the kernel \(h\), for example by requiring some integrability conditions on \(h(X_1, X_2)\).

(1) If \(1 \leq p < 2\) and \(h(X_1, X_2) \in L^p\), then (1.2) holds Giné and Zinn (1992).
(2) If \(h(X_1, X_2) \in L^2\), then the random variable defined by (1.3) is almost surely finite. Moreover, for all \(1 < p < 2\), according to Theorem 2.5 in Arcones and Giné (1995), the following inequality holds:
\[
\left\| \sup_{n \geq 1} \frac{1}{\sqrt{nL(L(n))}} \left[ U_n(h, f, (\varepsilon_i)_{i \in \mathbb{Z}}) - \mathbb{E}[U_n(h, f, (\varepsilon_i)_{i \in \mathbb{Z}})] \right] \right\|_p \leq C_p \| h(X_1, X_2) \|_2.
\]

(3) The convergence (1.4) has been established in Hoeffding (1948).

The extension of these results to the case of stationary dependent data is a challenging problem. The law of large numbers has been established under a \(\beta\)-mixing assumption in Arcones (1998a); Dehling and Sharipov (2009). In the case \(p = 1\), the independence assumption can be replaced by a \(4\)-dependence assumption, that is, for all \(4\)-uple of distinct integers \((i_1, i_2, i_3, i_4)\), the collection of random variables \((X_{i_k})_{k=1}^4\) is independent. If the sequence \((X_j)_{j \geq 1}\) is identically distributed, then the law of large numbers hold (Theorem 1 in Arcones (1998b)). The question of an equivalent of the ergodic theorem when the data is any strictly stationary sequence was considered in Aaronson et al. (1996). The question of the law of the iterated logarithms was also adressed in Dehling and Wendler (2010b) where the data is allowed to be \(\alpha\)-mixing or a functional of a \(\beta\)-mixing sequence. A central limit theorem has been established under a \(\beta\)-mixing assumption in Arcones (1995) and under an \(\alpha\)-mixing condition in Dehling and Wendler (2010a). The \(\tau\)-dependent case has been addressed in Leucht (2012). The case of associated random variables has also been investigated in Dewan and Prakasa Rao (2002). Note that there are also results dealing with the asymptotic behavior of \(U\)-statistics of a semimartingale (Podolskij et al., 2014) and of Poisson processes (Reitzner and Schulte, 2013).

In this paper, we will be interested in establishing the law of large number, the law of the iterated logarithms and the central limit theorem when the data can be expressed as a functional of an i.i.d. sequence. In a similar context on the data but for weighted \(U\)-statistics, the central limit theorem was investigated in Hsing and Wu (2004).

Let us precise the context. Let \((\varepsilon_i)_{i \in \mathbb{Z}}\) be an independent identically distributed sequence with values in \(\mathbb{R}\), \(k \geq 1\). Given measurable functions \(h: \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) and
Let \( f: \mathbb{R}^Z \to \mathbb{R} \), we are interested in the asymptotic behavior of the \( U \)-statistic of order two defined by
\[
U_n(h, f, (\varepsilon_i)_{i \in Z}) = \sum_{1 \leq i < j \leq n} h \left( f \left( (\varepsilon_{i-k})_{k \in \mathbb{Z}} \right), f \left( (\varepsilon_{j-k})_{k \in \mathbb{Z}} \right) \right),
\]
that is, letting \( X_j := f \left( (\varepsilon_j-k)_{k \in \mathbb{Z}} \right) \), \( U_n \) is a \( U \)-statistic of kernel \( h \) and the data is the strictly stationary sequence \((X_j)_{j \geq 1}\). More precisely, we are interested in conditions involving the kernel \( h \) and the sequence \((f ((\varepsilon_{j-k}))_{k \in \mathbb{Z}})_{j \geq 1}\) which guarantee the previously mentioned limit theorems. Sequences of the aforementioned form are among the most natural examples of strictly stationary processes. Indeed, they cover for instance the case of Hölderian functions of linear processes, function of linear processes with independent Gaussian innovation (in connection with chaos expansion) and Volterra series, that is, processes of the form
\[
X_j = \sum_{i_1 < i_2} a_{i_1i_2} \varepsilon_{j-i_1-\varepsilon_{j-i_2}}.
\]
The central limit theorem was considered (Hsing and Wu, 2004) and a law of large numbers was established in Borovkova et al. (2001). We aim to complement the results in this area by giving rates in the law of large numbers for \( U \)-statistics whose data is a function of an i.i.d. sequence and also provide a general tool for dealing with this type of \( U \)-statistics, namely, a generalized Hoeffding’s decomposition. We also study the bounded law of the iterated logarithms via the control of a maximal function, which could be of use in order to refine the consistency that we could derive with an application of the law of large numbers. It is also an interesting theoretical challenge to have checkable sufficient conditions for boundedness with respect to \( n \) of normalized \( U \)-statistics with the weakest possible normalization.

In all the paper, the kernel \( h \) is supposed to be symmetric in the sense that
\[
h(x, y) = h(y, x)
\]
for all \( x, y \in \mathbb{R} \).

The paper is organized as follows. In Subsection 1.2, we will introduce a measure of dependence of a \( U \)-statistic whose data is a functional of an i.i.d. sequence. In Subsection 1.3, we formulate an analogue of the Hoeffding decomposition for such \( U \)-statistics. Subsections 1.4, 1.5 and 1.6 are devoted respectively to the statements of the law of large numbers, the bounded law of the iterated logarithms and the central limit theorems for \( U \)-statistics of Bernoulli data. In Subsection 1.7, we give examples of kernels \( h \) for which the measure of dependence can be estimated with the help of the dependence of the data. Section 2 is devoted to the proofs of the previously mentioned results.

1.2. Measure of dependence. The extension of the results of the i.i.d. case requires a measure of dependence. Let \( (\varepsilon_u)_{u \in Z} \) be an i.i.d. sequence, \( f: \mathbb{R}^Z \to \mathbb{R} \) a measurable function and \( h: \mathbb{R} \times \mathbb{R} \to \mathbb{R} \). In order to deal with the dependence which comes into play in \( U_n(h, f, (\varepsilon_i)_{i \in Z}) \), we need the following notations. Denote \( X_j := f \left( (\varepsilon_{j-i})_{i \in Z} \right) \) and define the random vectors
\[
V_{j,\ell} := (\varepsilon_u)_{u=j-\ell}^{j+\ell}.
\]
The random variable \( \mathbb{E}[X_j | V_{j,\ell}] \) can be written as a function of \( V_{j,\ell} \) and by stationarity and Lemma A.6, the involved function does not depend on \( j \). Therefore, we write
\[
\mathbb{E}[X_j | V_{j,\ell}] = f_{\ell} (V_{j,\ell}).
\]
We then define for \( p \geq 1 \) and \( \ell \geq 1 \) the coefficient of dependence
\[
\theta_{\ell,p} := \sup_{j \geq 0} \| h(f_\ell(V_{0,\ell}) \cdot f_\ell(V_{j,\ell})) - h(f_{\ell-1}(V_{0,\ell-1}) \cdot f_{\ell-1}(V_{j,\ell-1})) \|_p \tag{1.8}
\]
and for \( \ell = 0, \theta_{0,p} = \sup_{j \geq 0} \| h(f_0(V_{j,\ell}) \cdot f_0(V_{0,\ell})) \|_p \).

In particular, finiteness of \( \sum_{\ell \geq 1} \theta_{\ell,p} \) allows to write
\[
U_n(h, f, (\varepsilon_i)_{i \in \mathbb{Z}}) = \sum_{1 \leq i < j \leq n} h(f_0(V_{i,0}) \cdot f_0(V_{j,0}))
+ \sum_{\ell \geq 1} \sum_{1 \leq i < j \leq n} h(f_\ell(V_{i,\ell}) \cdot f_\ell(V_{j,\ell})) - h(f_{\ell-1}(V_{i,\ell-1}) \cdot f_{\ell-1}(V_{j,\ell-1})), \tag{1.9}
\]
where the convergence takes place in \( \mathbb{L}^p \) and almost surely. The interest of the decomposition (1.9) is that it reduces the treatmeant of the original \( U \)-statistic to that of \( U \)-statistics whose data is a strictly stationary sequence which is a functional of \( 2\ell + 1 \) independent identically distributed random variables. Nevertheless, this task requires some work in order to be reduced to \( U \)-statistics of independent data.

Note that in the particular case where \( h(x, y) = x + y \), the coefficient \( \theta_{\ell,p} \) can be estimated (see Theorem 1 in Wu, 2005) by the inequality
\[
\theta_{\ell,p} \leq 2 \| f_\ell(V_{0,\ell}) - f_{\ell-1}(V_{0,\ell-1}) \|_p \tag{1.10}
\]
which can be bounded in turn by \( 2\delta_{\ell,p} + 2\delta_{\ell-1,p} \), where for \( k \in \mathbb{Z} \),
\[
\delta_{k,p} = \| X_k - X_k^* \|_p, \tag{1.11}
\]
where
\[
X_k^* = f\left((\varepsilon_{k-u}^*)_{u \in \mathbb{Z}}\right), \quad \varepsilon_u^* = \varepsilon_u \text{ if } u \neq 0 \quad \text{and} \quad \varepsilon_0^* = \varepsilon_0', \quad \text{where } \varepsilon_0' \text{ has the same law as } \varepsilon_0 \text{ and is independent of } (\varepsilon_u)_{u \in \mathbb{Z}}.
\]

In some other cases, the dependence coefficient \( \theta_{\ell,p} \) can be bounded in terms of \( \delta_{k,p} \); see Subsection 1.7 for more details.

1.3. A generalized Hoeffding’s decomposition. A useful tool to establish limit theorems for \( U \)-statistics with i.i.d. data is the Hoeffding’s decomposition (Hoeffding, 1948). Let \( h: \mathbb{R}^k \times \mathbb{R}^k \to \mathbb{R} \) be a symmetric measurable function and \((X_j)_{j \in \mathbb{Z}}\) be an i.i.d. sequence. We write decompose \( h \) in the following way:
\[
h(x, y) = \theta + h_1(x) + h_1(y) + h_2(x, y), \tag{1.12}
\]
where \( \theta = \mathbb{E}[h(X_1, X_2)] \),
\[
h_1(x) = \mathbb{E}[h(X_1, x)] - \theta \quad \text{and} \tag{1.13}
\]
\[
h_2(x, y) = h(x, y) - h_1(x) - h_1(y) - \theta. \tag{1.14}
\]

In this way, the following equality holds
\[
\sum_{1 \leq i < j \leq n} h(X_i, X_j) = \left(\frac{n}{2}\right) \theta + n \sum_{i=1}^n h_1(X_i) + \sum_{1 \leq i < j \leq n} h_2(X_i, X_j). \tag{1.15}
\]

The part involving \( h_2 \) can be treated by martingale techniques, since the sequence \( \left(\sum_{i=1}^{j-1} h_2(X_i, X_j)\right)_{j \geq 1} \) is a martingale differences sequence with respect to the filtration \((\sigma(X_u, u \leq j))\) and the terms \( \sum_{i=1}^{j-1} h_2(X_i, X_j) \) can be treated thanks to a reverse martingale differences property.
We would like to extend this to the setting mentioned in 1.1, that is, \( X_j := f ((\varepsilon_{j-k})_{k \in \mathbb{Z}}) \), where \((\varepsilon_u)_{u \in \mathbb{Z}}\) is an i.i.d. sequence. We introduce the following notation
\[
U_n^{\text{ind}} (h, (\varepsilon_i)_{i \in \mathbb{Z}}) = \sum_{1 \leq i < j \leq n} h (\varepsilon_i, \varepsilon_j),
\]  
(1.16)
where \((\varepsilon_i)_{i \in \mathbb{Z}}\) is an i.i.d. sequence of random variables with values in \( \mathbb{R}^k \) and \( h : \mathbb{R}^k \times \mathbb{R}^k \to \mathbb{R} \) is a measurable function.

One naturally expects the decomposition to be more complicated than in the independent case. Let us point out the major differences and common points. Like in the independent case, the decomposition of the centered \( U \)-statistic involves a stationary sequence and a degenerated \( U \)-statistic. But in the context of Bernoulli data, one gets a series involving stationary sequences and a series of degenerated \( U \)-statistics. Another difference is that we also have remainder terms which are not directly associated to the involved stationary sequences or degenerated \( U \)-statistic. The origin of these terms will be explained during the proof.

**Proposition 1.1.** Let \((\varepsilon_u)_{u \in \mathbb{Z}}\) be an i.i.d. sequence of random variables, \((\varepsilon'_u)_{u \in \mathbb{Z}}\) an independent copy of \((\varepsilon_u)_{u \in \mathbb{Z}}\) and \( f : \mathbb{R}^2 \to \mathbb{R} \) be a measurable function. Let \( V_{k,\ell} := (\varepsilon_u)_{u=k-\ell}^{k+\ell} \) and \( V'_{k,\ell} := (\varepsilon'_u)_{u=k-\ell}^{k+\ell} \). Let \( f_\varepsilon : \mathbb{R}^{2\ell+1} \to \mathbb{R} \) be a function such that
\[
f_\varepsilon (V_{k,\ell}) = E \left( f ((\varepsilon_u)_{u \in \mathbb{Z}}) \mid V_{k,\ell} \right) \text{ a.s.}
\]  
(1.17)
Let \( h : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be a symmetric measurable function. Assume that the following convergence holds almost surely for all \( 1 \leq i < j \):
\[
\lim_{\ell \to +\infty} h (f_\varepsilon (V_{i,\ell}), f_\varepsilon (V'_{j,\ell})) = h (f ((\varepsilon_i)_{u \in \mathbb{Z}}), f ((\varepsilon_j)_{u \in \mathbb{Z}})).
\]  
(1.18)

Then the following equality holds:

\[
U_n (h, f, (\varepsilon_i)_{i \in \mathbb{Z}}) - E \left[ U_n (h, f, (\varepsilon_i)_{i \in \mathbb{Z}}) \right] = n \sum_{k=1}^n E \left[ h (f_0 (V_{k,0}), f_0 (V'_{k,0})) \mid V_{k,0} \right]
\]
\[
+ \sum_{\ell \geq 1} (4\ell + 1) \left[ \frac{n}{4\ell + 1} \right]^\ell \sum_{k=1}^n \left( \frac{4\ell + 2}{4\ell + 1} \right)^{\ell+1} Y_k^{(\ell)} + U_n^{\text{ind}} (h^{(0)}, (\varepsilon_i)_i)
\]
\[
+ \sum_{\ell \geq 1} \sum_{a,b \in [4\ell + 2]} U_n^{\text{ind}} \left( h^{(\ell)}_{a,b} (\varepsilon_i^{a,b}) \right) + R_{n,1,1} + R_{n,1,2} + \sum_{k=2}^6 R_{n,k},
\]  
(1.19)
where for each \( \ell \geq 1 \) and all \( a,b \in [4\ell + 2] \), the \( U \)-statistic \( U_n^{\text{ind}} \left( h^{(\ell)}_{a,b} (\varepsilon_i^{a,b}) \right) \) has independent data and is degenerated. The random variable \( Y_k^{(\ell)} \) is defined by
\[
Y_k^{(\ell)} = E \left[ h (f_\varepsilon (V_{k,\ell}), f_\varepsilon (V'_{0,\ell-1})) \mid V_{k,\ell}, f_\varepsilon (V_{0,0}) \right] - E \left[ h (f_{\ell-1} (V_{k,\ell-1}), f_{\ell-1} (V'_{0,\ell-1})) \mid V_{k,\ell-1}, f_\varepsilon (V_{0,0}) \right] \mid V_{k,\ell-1},
\]
the function \( h^{(\ell)}_{a,b} : \mathbb{R}^{4\ell+2} \times \mathbb{R}^{4\ell+2} \to \mathbb{R} \) is defined by
\[
h_{a,b}^{(\ell)} := h_{a,b} \left( (x_i)_{i=1}^{4\ell+2}, (y_j)_{j=1}^{4\ell+2} \right)
\]
\[
- h_{a,b} \left( (x_i)_{i=1}^{4\ell+2}, \varepsilon_0^{a,b} \right) - h_{a,b} \left( (y_j)_{j=1}^{4\ell+2}, \varepsilon_0^{a,b} \right) + E \left[ h_{a,b} \left( \varepsilon_{\ell-1,0}^{a,b}, \varepsilon_{\ell,0}^{a,b} \right) \right]
\]
and the function \( h_{a,b} : \mathbb{R}^{4\ell+2} \times \mathbb{R}^{4\ell+2} \to \mathbb{R} \) is defined for \( 0 \leq a-b \leq 2\ell \) by
with

\[ h_{a,b} \left( (x_i)_{i=1}^{4\ell+2}, (y_j)_{j=1}^{4\ell+2} \right) := h \left( (x_i+a-b)_{i=1}^{2\ell+1}, (y_j)_{j=1}^{2\ell+1} \right) + h \left( (y_j+a-b)_{j=1}^{2\ell+1}, (x_i)_{i=1}^{2\ell+1} \right) \]

and for \((2\ell + 1) \leq a - b \leq (4\ell + 2) - 1\) by

\[ h_{a,b} \left( (x_i)_{i=1}^{4\ell+2}, (y_j)_{j=1}^{4\ell+2} \right) := h \left( (x_i+a-b-(2\ell+1))_{i=1}^{2\ell+1}, (y_j)_{j=1}^{2\ell+1} \right) + h \left( (y_j+a-b-(2\ell+1))_{j=1}^{2\ell+1}, (x_i)_{i=1}^{2\ell+1} \right), \]

the random vectors \( \epsilon_{a,b} \) are defined by

\[ \epsilon_{a,b} := (\epsilon_j)_{j=\max(4\ell+2)+b-\ell}^{(a+1)(4\ell+2)+b-\ell-1}, 0 \leq a - b \leq 2\ell; \]

and the remainder terms are defined as

\[ R_{n,1,1} := \sum_{\ell \geq 1} \sum_{j=(4\ell+2)}^{n} \sum_{i=(4\ell+2)}^{j-1} H_{i,j}^{(f)} ; \]

\[ R_{n,1,2} := \sum_{\ell \geq 1} \sum_{a=\max(4\ell+2)+b-\ell}^{4\ell+2} \sum_{j=(4\ell+2)}^{n} \sum_{k=0}^{\left\lfloor \frac{4\ell+2}{a-b} \right\rfloor -1} H_{(4\ell+2)k+a,j}^{(f)} ; \]

\[ R_{n,2} := \sum_{\ell \geq 1} \sum_{u=0}^{\left\lfloor \frac{4\ell+2}{a-b} \right\rfloor -1} \sum_{a,b \in \{4\ell+2\}} H_{u(4\ell+2)+a,u(4\ell+2)+b}^{(f)} ; \]

\[ R_{n,3} := \sum_{\ell \geq 1} \sum_{v=1}^{\left\lfloor \frac{4\ell+2}{a-b} \right\rfloor -1} \sum_{a,b \in \{4\ell+2\}} \left( H_{a,v(4\ell+2)+b}^{(f)} + H_{b,v(4\ell+2)+a}^{(f)} \right) ; \]

\[ R_{n,4} = \sum_{\ell \geq 1} \sum_{a,b \in \{4\ell+2\}} \sum_{(2\ell+1) \leq a - b \leq (4\ell+2) - 1} \left( H_{a,(v+1)(4\ell+2)+b}^{(f)} + H_{b,v(4\ell+2)+a}^{(f)} \right) ; \]

\[ R_{n,5} = \sum_{\ell \geq 1} \sum_{a,b \in \{4\ell+2\}} \sum_{u=0}^{\left\lfloor \frac{4\ell+2}{a-b} \right\rfloor -2} \left( H_{a,u(4\ell+2)+a,(u+1)(4\ell+2)+b}^{(f)} - H_{u(4\ell+2)+a,2m(2\ell+1)+b}^{(f)} \right) ; \]

\[ R_{n,6} = \sum_{\ell \geq 1} \sum_{a,b \in \{4\ell+2\}} \sum_{(2\ell+1) \leq a - b \leq (4\ell+2) - 1} \left( H_{b,v(4\ell+2)+a}^{(f)} - H_{v(4\ell+2)+b,v(4\ell+2)+a}^{(f)} \right) ; \]

with

\[ H_{i,j}^{(f)} := h \left( f_t \left( V_{i,\ell} \right), f_t \left( V_{j,\ell} \right) \right) - \mathbb{E} \left[ h \left( f_t \left( V_{i,\ell} \right), f_t \left( V_{j,\ell} \right) \right) \right] - h \left( f_{t-1} \left( V_{i,\ell-1} \right), f_{t-1} \left( V_{j,\ell-1} \right) \right) - \mathbb{E} \left[ h \left( f_{t-1} \left( V_{i,\ell-1} \right), f_{t-1} \left( V_{j,\ell-1} \right) \right) \right]. \]
Let us make some comments on the decomposition (1.19). The terms associated to terms of the form $\mathbb{E} \left[ h \left( f_\ell (V_{k,\ell}), f_\ell (V'_{0,\ell}) \right) \mid V_{k,\ell} \right]$, that is, the first two terms of the right hand side of (1.19), are partial sums of a strictly stationary sequence.

In all our application to limit theorems, the term $R_n := R_{n,1,1} + R_{n,1,2} + \sum_{k=2}^{6} R_{n,k}$ will have a negligible contribution: for the law of large numbers, $(R_n/n^{1+1/p})_{n \geq 1}$ converges to 0 almost surely, for the law of the iterated logarithms, the $p$-th moment $\sup_{n \geq 1} |R_n| / \left( n^{3/2} \text{LL}(n) \right)$ can be bounded in an easier way than for $U$-statistics and for the central limit theorem, $(R_n/n^{3/2})_{n \geq 1}$ converges to 0 in probability.

For the strong law of large numbers, one can show that the term associated to the degenerated $U$-statistics normalized by $n^{-2/p}$ goes to 0 almost surely, hence its contribution is negligible with respect to the term associated with the stationary sequence. For the law of the iterated logarithms and the central limit theorem, the main contribution is made by the term associated to a stationary sequence.

Let us now explain the origin of the terms involved in (1.19). First of all, we decompose the original centered $U$-statistics as a series (indexed by $\ell$) of $U$-statistics. Each term is a $U$-statistics whose data is a function of $2\ell + 1$ independent random variables. Up to some technical steps, these can be decomposed as a sum of $U$-statistics whose data consists of independent identically distributed vectors.

Notice that in Hsing and Wu (2004), the author use a similar approach in the derivation of a central limit theorem, that is, an approximation by $U$-statistics of independent data combined with Hoeffding decomposition. The main difference is that the obtained decomposition in the aforementioned paper gives a $U$-statistic having a more general form than the one in (1.5), since the function $h$ is allowed to vary with the indexes $i$ and $j$. The linear term is not stationary, not even in the case of constant weights. This is not an issue in establishing a central limit theorem, as the involved linear terms are approximated by functions of $\ell$-dependent sequences and one can use a central limit theorem for arrays. However, in the context of the law of large numbers and the bounded law of the iterated logarithms for $U$-statistics with Bernoulli data, one would like to use the results corresponding to $U$-statistics of i.i.d. data, like Proposition 1.2 and Theorem 2.5 in Arcones and Giné (1995). It is likely that some results could be obtained for more general Hoeffding’s decompositions, that is, involving $U$-statistics with varying kernel, but it seems to be beyond the scope of this paper.

1.4. Law of large numbers. We first present a result on the Marcinkiewicz law of large numbers for $U$-statistics of i.i.d. data. In order to extend it to the context of functional of i.i.d., we need a control on a maximal function.

**Proposition 1.2** (Marcinkiewicz-Zygmund law of large numbers). Let $(\varepsilon_i)_{i \in \mathbb{Z}}$ be an i.i.d. sequence with values in $\mathbb{R}^d$ and let $h: \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ be a measurable function. For $1 \leq p < 2$, define

$$M_p := \sup_{n \geq 1} \frac{1}{n^{2/p}} \left| U_n^{\text{ind}} (h, (\varepsilon_i)_{i \in \mathbb{Z}}) \right|. \quad (1.20)$$

Assume that $\mathbb{E} \left[ |h(\varepsilon_0, \varepsilon_1)|^p \right]$ is finite and that for all $x \in \mathbb{R}^d$, $\mathbb{E} \left[ h(\varepsilon_0, x) \right] = 0$. Then the following statements hold:

1. the sequence $(n^{-2/p} \left| U_n^{\text{ind}} (h, (\varepsilon_i)_{i \in \mathbb{Z}}) \right|)_{n \geq 1}$ converges to zero almost surely;
(2) for any positive $x$,
\[
x^p \mathbb{P} \{ M_p > x \} \leq \kappa_p \mathbb{E} [ | h(\varepsilon_0, \varepsilon_1)|^p ],
\]
where $\kappa_p$ is bigger than 1 and depends only on $p$.

**Corollary 1.3.** Let $(\varepsilon_i)_{i \in \mathbb{Z}}$ be an i.i.d. sequence with values in $\mathbb{R}^d$ and let $h: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a measurable function. For $1 \leq p < 2$, define
\[
M_p := \sup_{n \geq 1} \frac{1}{n^{1+1/p}} \left| U_n^{\text{ind}} (h, (\varepsilon_i)_{i \in \mathbb{Z}}) \right|.
\]
Assume that $\mathbb{E} [ | h(\varepsilon_0, \varepsilon_1)|^p ]$ is finite and $\mathbb{E} [ h(\varepsilon_0, \varepsilon_1) ] = 0$. Then the following statements hold:

1. the sequence $(n^{-1-1/p} \left| U_n^{\text{ind}} (h, (\varepsilon_i)_{i \in \mathbb{Z}}) \right|)_{n \geq 1}$ converges to zero almost surely;
2. for any positive $x$,
\[
x^p \mathbb{P} \{ M_p > x \} \leq \kappa_p \mathbb{E} [ | h(\varepsilon_0, \varepsilon_1)|^p ],
\]
where $\kappa_p$ is bigger than 1 and depends only on $p$.

The previous Proposition gives a control in terms of the weak-$L^p$-semi-norm, defined as $\| X \|_{p, w} := \sup_{x>0} (x^p \mathbb{P} \{ | X | > x \})^{1/p}$, $p > 1$. However, the triangular inequality may fail, which is not convenient in view of the decomposition obtained in Proposition 1.1. For this reason, we introduce the weak-$L^p$-norm, defined as
\[
\| X \|_{p, \infty} := \sup_{A: \mathbb{P}(A) > 0} \mathbb{P}(A)^{1/p-1} \mathbb{E} [ | X | 1_A ].
\]
Notice that for all fixed $p > 1$, there exists constants $c_p$ and $C_p$ such that for all random variable $X$,
\[
c_p \| X \|_{p, w} \leq \| X \|_{p, \infty} \leq C_p \| X \|_{p, w}.
\]
Moreover, the observation that for any sequence of non-negative random variables $(Y_n)_{n \geq 1}$,
\[
\left\| \sup_{n \geq 1} Y_n \right\|_{p, w}^p \leq \sum_{n \geq 1} \| Y_n \|_{p, w}^p
\]
will be useful in the sequel.

We are now in position to present our first result, which gives a control on the maximal function of a $U$-statistic whose data is a functional of an i.i.d. sequence.

**Theorem 1.4.** Let $(\varepsilon_u)_{u \in \mathbb{Z}}$ be an i.i.d. sequence, $f: \mathbb{R}^d \to \mathbb{R}$ and $h: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ be measurable functions. Let $p \in [1, 2)$. Then
\[
\left\| \frac{1}{n^{1+1/p}} \left| U_n (h, f, (\varepsilon_u)_{u \in \mathbb{Z}}) - \mathbb{E} [ U_n (h, f, (\varepsilon_u)_{u \in \mathbb{Z}}) ] \right| \right\|_{p, \infty}
\leq c_p \left( \theta_{0,p} + \sum_{\ell \geq 1} \ell^{1-1/p} \theta_{\ell,p} \right).
\]

The second result of this Subsection is a Marcinkiewicz law of large numbers.

**Theorem 1.5** (Marcinkiewicz law of large numbers). Let $(\varepsilon_u)_{u \in \mathbb{Z}}$ be an i.i.d. sequence, $f: \mathbb{R}^d \to \mathbb{R}$ and $h: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ be measurable functions. Let $p \in [1, 2)$. Suppose that
\[
\sum_{\ell \geq 0} \ell^{1-1/p} \theta_{\ell,p} < + \infty.
\]
Then the following almost sure convergence holds:

\[
\frac{1}{n^{1+1/p}} \left| U_n \left( h, f, (\varepsilon_u)_{u \in \mathbb{Z}} \right) - \mathbb{E} \left[ U_n \left( h, f, (\varepsilon_u)_{u \in \mathbb{Z}} \right) \right] \right| \rightarrow 0.
\] (1.28)

A law of large numbers has been obtained in Borovkova et al. (2001), Theorem 6. They considered the classical law of large numbers \((p = 1)\) but for functions of a \(\beta\)-mixing process. When applied to a Lipschitz-continuous kernel and a function of an i.i.d. process, their condition requires

\[
\sum_{\ell \geq 1} \left( \sum_{i \in \mathbb{Z}, |i| \geq \ell} a_i^2 \right)^{1/2} < +\infty,
\] (1.29)

when \( f \left( (\varepsilon_u)_{u \in \mathbb{Z}} \right) \) is a linear process with Bernoulli innovations, that is, \( f \left( (\varepsilon_u)_{u \in \mathbb{Z}} \right) = \sum_{i \in \mathbb{Z}} a_i \varepsilon_i \) and \( \mathbb{P} \{ \varepsilon_0 = 1 \} = \mathbb{P} \{ \varepsilon_0 = -1 \} = 1/2 \), this is equivalent, by Marcinkievič-Zygmund inequality, to

\[
\sum_{\ell \geq 1} \left( \sum_{i \in \mathbb{Z}, |i| \geq \ell} |a_i| \right) < +\infty,
\] (1.30)

while our condition read \( \sum_{i \in \mathbb{Z}} |a_i| < +\infty \) and is less restrictive. However, in Borovkova et al. (2001), the case of functional of \(\beta\)-mixing process and of a not necessarily continuous kernel is treated there and not in the present paper.

1.5. Bounded law of the iterated logarithms. Let us present our next result concerning the bounded law of the iterated logarithms. Like in the independent case, one can control the moments of order \(p \in (1, 2)\) of the maximal function of \(U\)-statistic with the normalisation \(n^{3/2} \text{LL}(n)\).

**Theorem 1.6.** Let \((\varepsilon_u)_{u \in \mathbb{Z}}\) be an i.i.d. sequence, \(f : \mathbb{R}^2 \rightarrow \mathbb{R}\) and \(h : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}\) be measurable functions. Let \(p \in [1, 2)\). For all \(1 \leq p < 2\), the following inequality holds:

\[
\left\| \sup_{n \geq 1} \frac{1}{n^{3/2} \text{LL}(n)} \left| U_n \left( h, f, (\varepsilon_u)_{u \in \mathbb{Z}} \right) - \mathbb{E} \left[ U_n \left( h, f, (\varepsilon_u)_{u \in \mathbb{Z}} \right) \right] \right| \right\|_p \\
\quad \leq c_p \left( \theta_{0.2} + \sum_{\ell \geq 1} \ell^{1/2} \theta_{\ell.2} \right),
\] (1.31)

where \(c_p\) depends only on \(p\).

1.6. Central limit theorem. Let us present our result concerning the central limit theorem. We will make essentially three assumptions on the dependence of our \(U\)-statistic. The first and second one involve the coefficients \(\delta_{\cdot.2}\) and \(\theta_{\ell.1}\) respectively and the third condition is imposed is summability of the family of covariances of a strictly stationary sequence which comes from the generalized Hoeffding decomposition of Proposition 1.1.

**Theorem 1.7.** Let \(h : \mathbb{R}^2 \rightarrow \mathbb{R}\) be a measurable function, \(f : \mathbb{R}^2 \rightarrow \mathbb{R}\) be a measurable function and \((\varepsilon_u)_{u \in \mathbb{Z}}\) be an i.i.d. sequence. Let

\[
X_j := f \left( (\varepsilon_{j-k})_{k \in \mathbb{Z}} \right), \quad U_n := \sum_{1 \leq i < j \leq n} h \left( X_i, X_j \right).
\] (1.32)
Suppose that
\[ \sum_{\ell \geq 0} \ell^{1/2} \theta_{\ell,2} < +\infty; \quad \sum_{\ell \geq 0} \ell^2 \theta_{\ell,1} < +\infty \] (1.33)
and that
\[ \sum_{k \in \mathbb{Z}} |\text{Cov}(Y_0, Y_k)| < +\infty, \] (1.34)
where the random variable \( Y_k \) is defined by the following \( L^2 \)-convergence
\[ Y_k = \lim_{\ell \to +\infty} \mathbb{E} \left[ h \left( f_\ell (V_{k,\ell}) , f_\ell (V'_{0,\ell}) \right) \mid V_{k,\ell} \right] - \mathbb{E} \left[ h \left( f_\ell (V_{k,\ell}) , f_\ell (V'_{0,\ell}) \right) \right] \] (1.35)
and \( V_{k,\ell} = (\varepsilon_u)_{u=k-\ell}^{k+\ell}, \quad V'_{k,\ell} = (\varepsilon'_u)_{u=k-\ell}^{k+\ell}, \) where \( (\varepsilon'_u)_{u \in \mathbb{Z}} \) is an independent copy of \( (\varepsilon_u)_{u \in \mathbb{Z}} \).

Then the following convergence in distribution holds:
\[ \frac{1}{n^{3/2}} \left( U_n - \mathbb{E}[U_n] \right) \to N \left( 0, \sigma^2 \right), \] (1.36)
where
\[ \sigma^2 := \sum_{k \in \mathbb{Z}} \text{Cov}(Y_0, Y_k). \] (1.37)

Let us give some comments about this results and how it relates with existing results.

Remark 1.8. It is not clear to us whether the condition (1.33) guarantees (1.34). Nevertheless, conditions of the type
\[ \sum_{k \in \mathbb{Z}} \|\mathbb{E}[Y_k \mid \sigma(\varepsilon_u, u \leq 0)] - \mathbb{E}[Y_k \mid \sigma(\varepsilon_u, u \leq -1)]\|_2 < \infty \] (1.38)
guarantee (1.34) and are not too hard to check for the choices of kernel involved in Subsection 1.7. Note also that the convergence of \( \sum_{\ell \geq 1} \theta_{\ell,2} \) guarantees that \( Y_k \) admits the simpler form
\[ Y_k = \mathbb{E} \left[ h \left( f \left( \left( \varepsilon_{k-u} \right)_{u \in \mathbb{Z}} \right) , f \left( \left( \varepsilon'_{-u} \right)_{u \in \mathbb{Z}} \right) \right) \mid \sigma(\varepsilon_u, u \in \mathbb{Z}) \right] \]
\[ - \mathbb{E} \left[ h \left( f \left( \left( \varepsilon_{k-u} \right)_{u \in \mathbb{Z}} \right) , f \left( \left( \varepsilon'_{-u} \right)_{u \in \mathbb{Z}} \right) \right) \right]. \] (1.39)
Condition (1.38) can be checked under the assumption that
\[ \sum_{k \in \mathbb{Z}} \|Y_k - Y_k^*\|_2 < \infty, \] (1.40)
where \( Y_k^* \) is a random variable defined as \( Y_k \), but the occurrence of \( \varepsilon_0 \) is replaced by \( \varepsilon''_0 \), where \( \varepsilon''_0 \) has the same law as \( \varepsilon_0 \) and is independent of the \( \sigma \)-algebra generated by the sequences \( (\varepsilon_u)_{u \in \mathbb{Z}} \) and \( (\varepsilon'_u)_{u \in \mathbb{Z}} \).

Remark 1.9. In the context of Theorem 1.7, it is possible that the variance \( \sigma^2 \) equals 0. In this case, the normalization should change and a deeper analysis is required in order to identify the limiting process.

Remark 1.10. It does not seem to be an easy task to compare the condition of Theorem 1.7 with those in Hsing and Wu (2004) in full generality. One way to
measure the dependence in the latter paper is given (in the case where the weights are all equal to one) by the coefficients
\[
\delta_{\ell} := \sup_{j \geq 0} \| h \left( (\varepsilon_u)_{u \in \mathbb{Z}}, (\varepsilon_{j-u})_{u \in \mathbb{Z}} \right) - h \left( f_{\ell} (V_{0,\ell}), f_{\ell} (V_{j,\ell}) \right) \|_2. \quad (1.41)
\]
A sufficient condition (which follows from a combination of Theorem 3 and Proposition 4) for the central limit theorem is
\[
\sum_{i \geq 1} \sup_{\ell \geq i} \delta_{\ell} < +\infty. \quad (1.42)
\]
In a particular case, this condition can be compared with ours. Let \( h: (x, y) \mapsto x+y \) and \((X_j)_{j \geq 1}\) be a causal linear process:
\[
X_j := \sum_{i \geq 0} a_i \varepsilon_{j-i}, \quad (1.43)
\]
where \((\varepsilon_u)_{u \in \mathbb{Z}}\) is i.i.d. centered and square integrable and \((a_i)_{i \in \mathbb{Z}}\) is square summable, condition (1.42) reads
\[
\sum_{i \geq 1} \sqrt{\sum_{\ell \geq i} a_{\ell}^2} < +\infty \quad (1.44)
\]
(see Theorem 9). With the same kernel and definition of \((X_j)_{j \geq 1}\), our condition is more restrictive, since the convergence of \(\sum_{\ell \geq 0} \ell^2 \theta_{\ell,1}\) implies that of \(\sum_{\ell \geq 0} \ell^2 a_{\ell}\).

Nevertheless, our result deals with not necessarily causal process.

**Remark 1.11.** A central limit theorem has been obtained in Borovkova et al. (2001), Theorem 7, for functions of a \(\beta\)-mixing process. When applied to a Lipschitz-continuous kernel and a function of an i.i.d. process, their condition requires
\[
\sum_{\ell \geq 1} \ell^2 \left\| f \left( (\varepsilon_u)_{u \in \mathbb{Z}} \right) - \mathbb{E} \left[ f \left( (\varepsilon_u)_{u \in \mathbb{Z}} \right) \mid \varepsilon_{-\ell}, \ldots, \varepsilon_{\ell} \right] \right\|_1 < +\infty. \quad (1.45)
\]
When \( f \left( (\varepsilon_u)_{u \in \mathbb{Z}} \right) \) is a linear process with Bernoulli innovations, that is, \( f \left( (\varepsilon_u)_{u \in \mathbb{Z}} \right) = \sum_{i \in \mathbb{Z}} a_i \varepsilon_{-i} \), this is equivalent to
\[
\sum_{\ell \geq 1} \ell^2 \left( \sum_{i \in \mathbb{Z}, |i| \geq \ell} a_i^2 \right)^{1/2} < +\infty, \quad (1.46)
\]
while our condition reads \(\sum_{\ell \geq 1} \ell^2 (|a_{\ell}| + |a_{-\ell}|) < +\infty\) and is less restrictive. However, in Borovkova et al. (2001), the case of functional of \(\beta\)-mixing process and of a not necessarily continuous kernel is treated there and not in the present paper.

**Remark 1.12.** In Beutner and Zähle (2012), an approach based on empirical processes has been done in order to derive a central limit theorem for \(U\)-statistics of dependent data. As mentioned in Example 3.8, the case of function of i.i.d. processes can be treated, since the convergence of empirical processes of functions of an i.i.d. sequence has been treated in Wu (2008). However, in the later paper, the condition on the weak dependence relies on the physical dependence measure of \(1 \{ f \left( (\varepsilon_{-u})_{u \in \mathbb{Z}} \right) \leq t \}\) and this does not seem to be comparable with our assumptions.

### 1.7. Applications
In this Subsection, we give examples of kernels \( h \) for which the measure of dependence defined by (1.8) can be estimated.
1.7.1. Uniformly continuous kernel. Let \( h : \mathbb{R}^2 \to \mathbb{R} \) be a measurable function. We assume that there exists a non-negative function \( \omega : \mathbb{R}_+ \to \mathbb{R}_+ \) which is increasing, satisfies \( \omega (0) = 0 \) and for each \( x, x', y, y' \in \mathbb{R} \),

\[
|h (x, y) - h (x', y')| \leq \omega (|x - x'|) + \omega (|y - y'|). \tag{1.47}
\]

Then the following inequality holds:

\[
\| h (f \ell (V_0, \ell), f \ell (V_j, \ell)) - h (f \ell (V_0, \ell-1), f \ell (V_j, \ell-1)) \|_p \\
\leq \| \omega (|f \ell (V_0, \ell) - f \ell (V_0, \ell-1)|) \|_p + \| \omega (|f \ell (V_j, \ell) - f \ell (V_j, \ell-1)|) \|_p. \tag{1.48}
\]

Since \((V_j, \ell, V_j, \ell-1)\) has the same distribution as \((V_0, \ell, V_0, \ell-1)\), the two terms of the right hand side of (1.48) are equal hence

\[
\theta_{\ell, p} \leq 2 \| \omega (|f \ell (V_0, \ell) - f \ell (V_0, \ell-1)|) \|_p. \tag{1.49}
\]

In particular, if \( h \) is \( \alpha \)-Hölder continuous for some \( \alpha \in (0, 1) \), we can choose \( \omega : t \mapsto ct^\alpha \) for some constant \( c \) and in this case, the estimate (1.49) becomes

\[
\theta_{\ell, p} \leq 2 c \| f \ell (V_0, \ell) - f \ell (V_0, \ell-1) \|_p^\alpha, \tag{1.50}
\]

which can be rewritten as

\[
\theta_{\ell, p} \leq 2 c \mathbb{E} [X_0 \mid V_0, \ell] - \mathbb{E} [X_0 \mid V_0, \ell-1] \|_p^\alpha. \tag{1.51}
\]

1.7.2. Variance estimation. Consider the kernel \( h : \mathbb{R}^2 \to \mathbb{R} \) defined by \( h (x, y) := (x - y)^2 / 2 \). The associated \( U \)-statistic is (after normalization) the classical variance estimator. For this choice of kernel, one can estimate the measure of dependence defined by (1.8). One needs to control the \( L^p \)-norm of the difference of the square of two random variables \( Y \) and \( Z \). Since

\[
\| Y^2 - Z^2 \|_p^p = \mathbb{E} [Y - Z] \| Y^2 - Z^2 \|_p \leq \mathbb{E} [Y - Z]^2 \| Y^2 - Z^2 \|_p \leq \mathbb{E} [Y + Z]^2 \| Y^2 - Z^2 \|_p \tag{1.52}
\]

we derive that

\[
\| Y^2 - Z^2 \|_p \leq \| Y - Z \|_p. \tag{1.53}
\]

We use this for a fixed \( \ell \geq 1 \) to \( Y = f \ell (V_0, \ell) - f \ell (V_j, \ell) \) and \( Z = f \ell (V_0, \ell-1) - f \ell (V_j, \ell-1) \). Accounting the following bounds (which are a consequence of stationarity):

\[
\| Y \|_p \leq 2 \| f \ell (V_0, \ell) \|_p + 2 \| f \ell (V_0, \ell-1) \|_p \leq 4 \| X_0 \|_p, \tag{1.54}
\]

we get that

\[
\theta_{\ell, p} \leq 2 \mathbb{E} [X_0 \mid V_0, \ell] - \mathbb{E} [X_0 \mid V_0, \ell-1] \|_p. \tag{1.55}
\]

1.7.3. Correlation integral. Correlation integral is defined for a sequence of random variables \((X_i)_{i \geq 1}\) and \( t > 0 \) as \( N_{n, t} := \sum_{1 \leq i \neq j \leq n} 1 \{ |X_i - X_j| \leq t \} \). It plays an important role in the study of the dynamical systems, see for instance Denker and Keller (1986); Serinko (1994); Wolff (1990). Since the summand is symmetric in \( i \) and \( j \) and vanishes for \( i = j \), the correlation integral \( N_{n, t} \) can be expressed as a \( U \)-statistic with kernel \( h : (x, y) \in \mathbb{R}^2 \mapsto 1 \{ |x - y| \leq t \} \). Under some conditions on the density of \( f \ell (V_0, \ell) \) and the dependence of the sequence \((X_i)_{i \geq 1}\), one can derive bounds for \( \theta_{\ell, p} \) and the obtained limit theorems translate in the following way.
Theorem 1.13. Let \((X_i)_{i \geq 0}\) be a sequence such that \(X_i = f((\varepsilon_i - u)_{u \in \mathbb{Z}})\) for some measurable function \(f: \mathbb{R}^2 \to \mathbb{R}\). Let \(t > 0\) and \(N_{n,t} = \sum_{1 \leq i \neq j \leq n} 1\{X_i - X_j \leq t\}\). Suppose that for each \(\ell\) and \(j \geq 1\), the random variable \(\mathbb{E}[X_0 | \sigma(\varepsilon_u - \ell \leq u \leq \ell - 1)] - \mathbb{E}[X_j | \sigma(\varepsilon_u - j \leq u \leq j + \ell - 1)]\) has a density \(g_{\ell,j}\) and that for some \(r > 1\), \(\sup_{\ell,j \geq 1} \|g_{\ell,j}\|_{L^r(\mathbb{R})}\) is finite. Let \(\pi_{\ell} := \mathbb{E}[X_0 | V_{0,\ell} - \mathbb{E}[X_0 | V_{0,\ell} - 1],\) where \(V_{0,k} = (\varepsilon_u)_{u=-k}^k\).

1. Strong law of large numbers. If for some \(p \in [1,2]\) and \(q \geq 1\), the series \(\sum_{\ell \geq 1} \ell^{1-1/p} \|\pi_{\ell}\|^q_{\frac{q}{q-1+r+\gamma}}\) converges, then
\[
\sup_{n \geq 1} \frac{1}{n^{1+1/p}} \|N_{n,t} - \mathbb{E}[N_{n,t}]\|_p \leq C_p
\]
and \(\sup_{n \geq 1} \frac{1}{n^{1+1/p}} |N_{n,t} - \mathbb{E}[N_{n,t}]| \to 0\) almost surely.

2. Bounded law of the iterated logarithms. Suppose that \(\sum_{\ell \geq 1} \ell^{1/2} \|\pi_{\ell}\|^2_{\frac{2}{2-1+r+\gamma}}\) is finite for some \(q \geq 1\). Then for each \(p \in [1,2]\),
\[
\sup_{n \geq 1} \frac{1}{n^{3/2} \sqrt{\text{LL}(n)}} |N_{n,t} - \mathbb{E}[N_{n,t}]|_p
\]
is finite.

3. Central limit theorem. Let \(q \geq 1\). Suppose that the series \(\sum_{\ell \geq 1} \ell^{1/2} \|\pi_{\ell}\|^2_{\frac{2}{2-1+r+\gamma}}\) and \(\sum_{\ell \geq 1} \ell^{2} \|\pi_{\ell}\|^q_{\frac{q}{q-1+r+\gamma}}\) are convergent. Assume furthermore that for each \(k\), \(Z_k - Z'_k\) has a density \(g_k\) such that \(\sup_{k \geq 1} \|g_k\|_{L^r(\mathbb{R})}\) is finite, where \(Z_k = \mathbb{E}\left[1 \left\{\left|f((\varepsilon_k - u)_{u \in \mathbb{Z}}) - f((\varepsilon'_u - u)_{u \in \mathbb{Z}})\right| \leq t\right\}\right]\)
and \(Z'_k = \mathbb{E}\left[1 \left\{\left|f((\varepsilon'_k - u)_{u \in \mathbb{Z}}) - f((\varepsilon''_u - u)_{u \in \mathbb{Z}})\right| \leq t\right\}\right]\), where \(\varepsilon'_i = \varepsilon_i\) if \(i \neq 0\), \(\varepsilon'_0 = \varepsilon'_1\) and \((\varepsilon'_u)_{u \in \mathbb{Z}}\), \((\varepsilon''_u)_{u \in \mathbb{Z}}\) are independent and \(\varepsilon_u, \varepsilon'_u\) and \(\varepsilon''_u\) have the same distribution. We finally assume that \(\sum_{k \in \mathbb{Z}} \|Z_k - Z'_k\|_{\frac{2}{2-1+r+\gamma}}\) is finite.

Then there exists \(\sigma\) such that the convergence in distribution
\[
\frac{N_{n,t} - \mathbb{E}[N_{n,t}]}{n^{3/2}} \to \sigma N
\]
takes places, where \(N\) is a standard normal random variable.

2. Proofs

2.1. Proof of the generalised Hoeffding’s decomposition. Let us explain the idea of proof of Proposition 1.11. First, we write \(U_n(h, f, (\varepsilon_i)_{i \in \mathbb{Z}})\) as a series (index by \(\ell\)) of \(U\)-statistics. For the term of index \(\ell\), the data of the corresponding \(U\)-statistic is a function of \(2\ell + 1\) i.i.d. random variables. We then decompose this a sum of \(4(2\ell + 1)\) \(U\)-statistics of independent data.

We divide the proof in two steps:

1. First we treat the case where \(X_j = f((\varepsilon_u)_{u=j-\ell}^{j+\ell})\) and \(h: \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) a symmetric function.
Step 1: we decompose a $U$-statistic whose data is a function of $2\ell +1$ i.i.d. random variables as a sum of $4\ell +2$ $U$-statistics of i.i.d. data plus remainder terms.

**Lemma 2.1.** Let $\ell \geq 1$ be an integer, $h: \mathbb{R}^{2\ell+1} \times \mathbb{R}^{2\ell+1} \to \mathbb{R}$ be a measurable function, let $(\varepsilon_a)_{a \in \mathbb{Z}}$ be an i.i.d. real-valued sequence and $(\varepsilon^a_u)_{u \in \mathbb{Z}}$ an independent copy of $(\varepsilon_u)_{u \in \mathbb{Z}}$. Define $U_n (h, (\varepsilon_u)_{u \in \mathbb{Z}}) := \sum_{1 \leq i < j \leq n} h(V_i, V_j) = \sum_{1 \leq i < j \leq n} H_{i,j}$, where $V_j = (\varepsilon_u)^{j+\ell}$ and $H_{i,j} := h(V_i, V_j)$.

Then

$$U_n (h, (\varepsilon_u)_{u \in \mathbb{Z}}) = \sum_{a,b \in \{4\ell+2\}} U_{\text{ind}}^{\text{indep}} \left( h_{a,b}, (\varepsilon^a_u) \right) + \sum_{k=1}^{6} R_{n,k}, \quad (2.1)$$

where

- the function $h_{a,b}: \mathbb{R}^{4\ell+2} \times \mathbb{R}^{4\ell+2} \to \mathbb{R}$ is defined for $0 \leq a - b \leq 2\ell$ by

$$h_{a,b} \left( (x_i)_{j=1}^{2\ell+1}, (y_j)_{j=1}^{2\ell+1} \right) := h \left( (x_{i+a-b})_{i=1}^{2\ell+1}, (y_{j+a-b})_{j=1}^{2\ell+1} \right) + h \left( x_{i+a-b}, (y_j)_{j=1}^{2\ell+1} \right) \quad (2.2)$$

and for $(2\ell + 1) \leq a - b \leq (4\ell + 2) - 1$ by

$$h_{a,b} \left( (x_i)_{j=1}^{2\ell+1}, (y_j)_{j=1}^{2\ell+1} \right) := h \left( (x_{i+a-b-(2\ell+1)})_{i=1}^{2\ell+1}, (y_j)_{j=1}^{2\ell+1} \right) + h \left( y_j, (x_{i+j})_{i=1}^{2\ell+1} \right), \quad (2.3)$$

- the random vectors $\varepsilon^a_u$ are defined by

$$\varepsilon^a_u := (\varepsilon_j)^{(u+1)(4\ell+2)+b+\ell-1}, 0 \leq a - b \leq 2\ell; \quad (2.4)$$

$$\varepsilon^a_u := (\varepsilon_j)^{(u+1)(4\ell+2)+b+\ell}, (2\ell + 1) \leq a - b \leq (4\ell + 2) - 1; \quad (2.5)$$

- the remainder terms are defined (with the convention that $\sum_{u=1}^{n} = 0$, $k \leq 0$) by

$$R_{n,1} = \sum_{1 \leq i < j \leq n} H_{i,j} - \sum_{1 \leq i < j \leq (4\ell+2)} H_{i,j}; \quad (2.6)$$

$$R_{n,2} := \sum_{u=0}^{\left\lfloor \frac{n}{4\ell+2} \right\rfloor} \sum_{a,b \in \{4\ell+2\}} H_{u(4\ell+2)+a,u(4\ell+2)+b}; \quad (2.7)$$

$$R_{n,3} = \sum_{v=1}^{\left\lfloor \frac{n}{4\ell+2} \right\rfloor} \sum_{a,b \in \{4\ell+2\}} \sum_{0 \leq a - b \leq (2\ell+1) - 1} (H_{a,v(4\ell+2)+b} + H_{b,v(4\ell+2)+a}); \quad (2.8)$$

$$R_{n,4} = \sum_{a,b \in \{4\ell+2\}} \sum_{(2\ell+1) \leq a - b \leq (4\ell+2)} (H_{a,(v+1)(4\ell+2)+b} + H_{(4\ell+2)+b,v(4\ell+2)+a}); \quad (2.9)$$
Let us treat the first term. For $U$ to be the case and we should also take into account the difference between notations and in view of (2.7), the following equality takes place

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} h_{i,j} = \sum_{0 \leq u < v \leq m-1} \sum_{0 \leq a - b \leq (2\ell + 1) - 1} \left( H_{u(4\ell + 2) + a, v(4\ell + 2) + b} + H_{u(4\ell + 2) + b, v(4\ell + 2) + a} \right) + R_{n,2}. \quad (2.13)$$

Let us treat the first term. For $a, b \in I$ such that $0 \leq a - b \leq 2\ell$, in view of the definitions (2.2) and (2.4) and the symmetry of $h_{2}$, the following equality holds

$$h_{a,b}(\xi_u, \xi_v) = H_{u(4\ell + 2) + a, v(4\ell + 2) + b} + H_{u(4\ell + 2) + b, 2v(4\ell + 2) + a} \quad (2.14)$$
hence
\[
\sum_{0 \leq u < v \leq m-1} \sum_{a, b \in I} (H_{u(4\ell+2)+a, v(4\ell+2)+b} + H_{u(4\ell+2)+b, v(4\ell+2)+a}) = U^\text{ind}_{m-1} (h_{a,b}, (\varepsilon_u^a)_u) + R_{n,3}. \tag{2.15}
\]

Let us treat the second term in the right hand side of (2.13). Adding and subtracting the terms \(H_{u(4\ell+2)+a, (v+1)(4\ell+2)+b}\) and \(H_{(u+1)(4\ell+2)+b, v(4\ell+2)+a}\) gives, after having rewritten the corresponding sums as double sums and exploited a telescoping of the inside sum,
\[
\sum_{0 \leq u < v \leq m-1} (H_{u(4\ell+2)+a, v(4\ell+2)+b} + H_{u(4\ell+2)+b, v(4\ell+2)+a}) = S + R_{n,5} + R_{n,6},
\]

where
\[
S := \sum_{0 \leq u < v \leq m-1} (H_{u(4\ell+2)+a, (v+1)(4\ell+2)+b} + H_{(u+1)(4\ell+2)+b, v(4\ell+2)+a}) \tag{2.16}
\]

We express \(S\) as a \(U\)-statistic of independent data. Noticing that \(0 \leq a - (b + (2\ell + 1)) \leq (2\ell + 1) - 1\), we are in a similar situation as in the case \(0 \leq a - b \leq (2\ell + 1) - 1\), with \(b\) replaced by \(b + (2\ell + 1)\). Therefore, in view of (2.5), (2.3) and (2.9), we obtain that
\[
S = U^\text{ind}_{m-1} (h_{a,b}, (\varepsilon_u^a)_u) + R_{n,4}. \tag{2.17}
\]

Collecting these terms gives
\[
\sum_{a, b \in I} \sum_{0 \leq u < v \leq m-1} (H_{u(4\ell+2)+a, v(4\ell+2)+b} + H_{u(4\ell+2)+b, v(4\ell+2)+a}) = U^\text{ind}_{m-1} (h_{a,b}, (\varepsilon_u^a)_u) + R_{n,4} + R_{n,5} + R_{n,6}. \tag{2.18}
\]

We end the proof of Lemma 2.1 by combining the equalities (2.13), (2.15) and (2.18). \(\square\)

Now, we can apply the Hoeffding decomposition to each \(U\)-statistic of i.i.d. data and rewrite the remainder term in a more tractable form.

**Lemma 2.2.** Let \(\ell \geq 1\) be an integer, \(h: \mathbb{R}^{2\ell+1} \times \mathbb{R}^{2\ell+1} \to \mathbb{R}\) be a measurable function, let \((\varepsilon_u)_u \in \mathbb{Z}\) be an i.i.d. real-valued sequence and \((\varepsilon_u')_u \in \mathbb{Z}\) an independent copy of \((\varepsilon_u)_u \in \mathbb{Z}\). Define \(U_n (h, (\varepsilon_u)_u) := \sum_{1 \leq i \leq j \leq n} h (V_i, V_j) - \mathbb{E} [h (V_i, V_j)] = \sum_{1 \leq i < j \leq n} H_{i,j}\), where \(V_j = (\varepsilon_u')_{u=j-\ell}, V_j' = (\varepsilon_u')_{u=j-\ell}^+\) and \(H_{i,j} := h (V_i, V_j) - \mathbb{E} [h (V_i, V_j)].\)
Then
\[ U_n (h, (\varepsilon_u)_{u \in \mathbb{Z}}) = (4 \ell + 2) \left( \frac{n}{4 \ell + 2} \right) \sum_{k=1}^{(4 \ell + 2)\left\lfloor \frac{n}{4 \ell + 2} \right\rfloor + 1} (\mathbb{E} [h (V_k, V'_0) | V_k] - \mathbb{E} [h (V_k, V'_0)]) + \sum_{a,b \in [4 \ell + 2]} u^{\text{ind}}_{a,b} (h^{(2)}_{a,b}, (\varepsilon^{a,b}_i)) + \sum_{k=1}^{6} R_{n,k} \] (2.19)

where the function \( h_{a,b} : \mathbb{R}^{4 \ell + 2} \times \mathbb{R}^{4 \ell + 2} \to \mathbb{R} \) is defined by
\[ h^{(2)}_{a,b} := h_{a,b} ( (x_i)_{i=1}^{4 \ell + 2}, (y_j)_{j=1}^{4 \ell + 2} ) - h_{a,b} ( (x_i)_{i=1}^{4 \ell + 2}, (\varepsilon^a_0)_{a \in [4 \ell + 2]} ) - h_{a,b} ( (y_j)_{j=1}^{4 \ell + 2}, (\varepsilon^b_0)_{b \in [4 \ell + 2]} ) + \mathbb{E} \left[ h_{a,b} ( \varepsilon^{a,b}_0, \varepsilon^{a,b}_0 ) \right] \] (2.20)

and
- the function \( h_{a,b} : \mathbb{R}^{4 \ell + 2} \times \mathbb{R}^{4 \ell + 2} \to \mathbb{R} \) is defined for \( 0 \leq a - b \leq 2 \ell \) by
\[ h_{a,b} ( (x_i)_{i=1}^{4 \ell + 2}, (y_j)_{j=1}^{4 \ell + 2} ) := h ( (x_i)_{i=1}^{4 \ell + 2}, (y_j)_{j=1}^{4 \ell + 2} ) + h ( (y_j)_{j=1}^{4 \ell + 2}, (x_i)_{i=1}^{4 \ell + 2} ) \] (2.21)

and for \( (2 \ell + 1) \leq a - b \leq (4 \ell + 2) - 1 \) by
\[ h_{a,b} ( (x_i)_{i=1}^{4 \ell + 2}, (y_j)_{j=1}^{4 \ell + 2} ) := h ( (x_i)_{i=1}^{4 \ell + 2}, (y_j)_{j=1}^{4 \ell + 2} ) + h ( (y_j)_{j=1}^{4 \ell + 2}, (x_i)_{i=1}^{4 \ell + 2} ) \] (2.22)

- the random vectors \( \varepsilon^{a,b}_u \) are defined by
\[ \varepsilon^{a,b}_u := (\varepsilon^a_j)_{j=0}^{(4 \ell + 2) | \left\lfloor \frac{u}{4 \ell + 2} \right\rfloor + 1} , \quad 0 \leq a - b \leq 2 \ell ; \] (2.23)
\[ \varepsilon^{a,b}_u := (\varepsilon^a_j)_{j=0}^{(4 \ell + 2) | \left\lfloor \frac{u}{4 \ell + 2} \right\rfloor + 1} \] (2.24)

- the remainder terms are defined (with the convention that \( \sum_{u=1}^{n-k} = 0, k \leq 0 \)) by
\[ R_{n,1,1} := \sum_{j=(4 \ell + 2) | \left\lfloor \frac{n}{4 \ell + 2} \right\rfloor + 1}^{(4 \ell + 2) | \left\lfloor \frac{n}{4 \ell + 2} \right\rfloor + 1} \sum_{i=(4 \ell + 2) | \left\lfloor \frac{n}{4 \ell + 2} \right\rfloor + 1}^{1} H_{i,j} \]
\[ R_{n,1,2} := \sum_{a=1}^{4 \ell + 2} \sum_{j=(4 \ell + 2) | \left\lfloor \frac{n}{4 \ell + 2} \right\rfloor + 1}^{1} H_{(4 \ell + 2)k + a,j} \]
\[ R_{n,2} := \sum_{u=0}^{n} \sum_{a,b \in [4 \ell + 2] \mid a < b} H_{u(4 \ell + 2) + a, u(4 \ell + 2) + b} \]
\[ R_{n,3} := \sum_{u=1}^{n} \sum_{a,b \in [4 \ell + 2] \mid 0 \leq a - b \leq (2 \ell + 1) - 1} (H_{a, v(4 \ell + 2) + b} + H_{b, v(4 \ell + 2) + a}) \]
Proof of Proposition 1.1: Dom variables can be decomposed as a partial sum of a strictly stationary sequence, \( a \leq b \leq (4\ell + 2) - 1 \)

\[
R_{n,4} = \sum_{a,b \in [4\ell + 2]} \sum_{v=1}^{\lfloor \frac{n}{4\ell + 2} \rfloor - 1} \sum_{\ell \in \mathbb{Z}} \left( H_{a,(v+1)(4\ell + 2)+b} + H_{(4\ell + 2)+b,v(4\ell + 2)+a} \right)
\]

\[
R_{n,5} = \sum_{a,b \in [4\ell + 2]} \sum_{u=0}^{\lfloor \frac{n}{4\ell + 2} \rfloor - 2} \left( H_{u(4\ell + 2)+a,(u+1)(4\ell + 2)+b} - H_{a(4\ell + 2)+a,2m(2\ell + 1)+b} \right)
\]

\[
R_{n,6} = \sum_{a,b \in [4\ell + 2]} \sum_{v=1}^{\lfloor \frac{n}{4\ell + 2} \rfloor - 1} \left( H_{b,v(4\ell + 2)+a} - H_{v(4\ell + 2)+b,c(4\ell + 2)+a} \right)
\]

To sum up, the centered \( U \)-statistic whose data is a function of \( 2\ell + 1 \) i.i.d. random variables can be decomposed as a partial sum of a strictly stationary sequence, a sum of degenerated \( U \)-statistics plus a remainder term.

Proof of Proposition 1.1: By the assumption (1.18), the following equality holds almost surely:

\[
U_n \left( h, f, (\varepsilon_u)_{u \in \mathbb{Z}} \right) = U_n \left( h, f_0, (\varepsilon_u)_{u \in \mathbb{Z}} \right) + \sum_{\ell=1}^{+\infty} \left( U_n \left( h, f_\ell, (\varepsilon_u)_{u \in \mathbb{Z}} \right) - U_n \left( h, f_{\ell-1}, (\varepsilon_u)_{u \in \mathbb{Z}} \right) \right) \quad (2.25)
\]

Since \( U_n \left( h, f_0, (\varepsilon_u)_{u \in \mathbb{Z}} \right) \) is a \( U \)-statistic of independent identically distributed data, it can be treated by the classical Hoeffding’s decomposition written in (1.15).

To proceed, we need to decompose for a fixed \( \ell \geq 1 \) the term \( U_n \left( h, f_\ell, (\varepsilon_u)_{u \in \mathbb{Z}} \right) - U_n \left( h, f_{\ell-1}, (\varepsilon_u)_{u \in \mathbb{Z}} \right) \). To this aim, we apply Lemma 2.2 in the following setting: the function \( h \) is replaced by \( \tilde{h} : \mathbb{R}^{2\ell + 1} \times \mathbb{R}^{2\ell + 1} \rightarrow \mathbb{R} \), which is defined by

\[
\tilde{h} \left( (x_i)_{i=1}^{2\ell + 1}, (y_j)_{j=1}^{2\ell + 1} \right) = h \left( f_\ell \left( (x_i)_{i=1}^{2\ell + 1} \right), f_\ell \left( (y_j)_{j=1}^{2\ell + 1} \right) \right) - h \left( f_{\ell-1} \left( (x_i)_{i=1}^{2\ell} \right), f_{\ell-1} \left( (y_j)_{j=1}^{2\ell} \right) \right) \quad (2.26)
\]

In this way,

\[
U_n \left( h, f_\ell, (\varepsilon_u)_{u \in \mathbb{Z}} \right) - U_n \left( h, f_{\ell-1}, (\varepsilon_u)_{u \in \mathbb{Z}} \right) = \sum_{1 \leq i < j \leq n} \tilde{h} \left( (\varepsilon_{i-u})_{u=-\ell}^{\ell}, (\varepsilon_{j-v})_{v=-\ell}^{\ell} \right)
\]

and with the notation \( V_{i,\ell} = (\varepsilon_u)_{u=1-\ell}^{\ell} \), Lemma 2.1 gives

\[
U_n \left( h, f_\ell, (\varepsilon_u)_{u \in \mathbb{Z}} \right) - U_n \left( h, f_{\ell-1}, (\varepsilon_u)_{u \in \mathbb{Z}} \right) - \mathbb{E} \left[ U_n \left( h, f_\ell, (\varepsilon_u)_{u \in \mathbb{Z}} \right) - U_n \left( h, f_{\ell-1}, (\varepsilon_u)_{u \in \mathbb{Z}} \right) \right]
\]

\[
= (4\ell + 2) \left[ \frac{n}{4\ell + 2} \right]^{(4\ell + 2)} \sum_{k=1}^{\lfloor \frac{n}{4\ell + 2} \rfloor + 1} \left( \mathbb{E} \left[ \tilde{h} \left( V_{k,\ell}, V_{0,\ell}^* \right) \right] - \mathbb{E} \left[ \tilde{h} \left( V_{k,\ell}, V_{0,\ell}^* \right) \right] \right)
\]

\[
+ \sum_{a,b \in [4\ell + 2]} U_{\text{ind}}^{\left( \frac{n}{4\ell + 2} \right)} \left( \frac{a,b}{\ell} \right) + \sum_{k=1}^{6} R_{n,k} \quad (2.27)
\]
Observe that
\[ E \left[ \tilde{h} (V_{k, \ell}, V_{0, \ell}') \mid V_{k, \ell} \right] = E \left[ h \left( f_\ell (V_{k, \ell}), f_\ell (V_{0, \ell}') \right) \mid V_{k, \ell} \right] - E \left[ h \left( f_{\ell-1} (V_{k, \ell-1}), f_{\ell-1} (V_{0, \ell-1}') \mid V_{k, \ell} \right) \right] \tag{2.28} \]
and using Lemma A.5, this equality becomes
\[ E \left[ \tilde{h} (V_{k, \ell}, V_{0, \ell}') \mid V_{k, \ell} \right] = E \left[ h \left( f_\ell (V_{k, \ell}), f_\ell (V_{0, \ell}') \right) \mid V_{k, \ell} \right] - E \left[ h \left( f_{\ell-1} (V_{k, \ell-1}), f_{\ell-1} (V_{0, \ell-1}') \mid V_{k, \ell} \right) \right] \tag{2.29} \]

Moreover,
\[ U_{n}^{\text{ind}} \left( \tilde{h}_{a,b}^{[2]} (\varepsilon_i) \right) = \sum_{1 \leq u < v \leq \left\lfloor \frac{N}{2^n} \right\rfloor} \left( Y_{\ell,u,v}^{a,b} + Y_{\ell-1,u,v}^{a,b} - Y_{\ell-1,u,v}^{b,a} \right) \]
where
\[ Y_{\ell,u,v}^{a,b} = h \left( f_{\ell} (V_{(4 \ell+2)u+a, \ell}), f_{\ell} (V_{(4 \ell+2)v+b, \ell}) \right) - E \left[ h \left( f_{\ell} (V_{(4 \ell+2)u+a, \ell}), f_{\ell} (V_{0, \ell}') \right) \mid V_{(4 \ell+2)u+a, \ell} \right] - E \left[ h \left( f_{\ell} (V_{(4 \ell+2)v+b, \ell}), f_{\ell} (V_{0, \ell}') \right) \mid V_{(4 \ell+2)v+b, \ell} \right] + E \left[ h \left( f_{\ell} (V_{0, \ell}), f_{\ell} (V_{0, \ell}') \right) \right]. \]

We conclude by collecting all the terms. □

2.2. Proof of the results of Subsection 1.4.

Proof of Proposition 1.2: It will be more convenient to work with dyadics, since the martingale property will be useful to handle the maximums. First observe that
\[ M_p \leq 2^{1/p} M'_p, \]
where
\[ M'_p := \sup_{N \geq 1} 2^{-2N/p} \max_{2 \leq n \leq 2^N} \left| U_{n}^{\text{ind}} (h_i (\varepsilon_i)) \right| \mid E \left[ U_{n}^{\text{ind}} (h_i (\varepsilon_i)) \right]. \tag{2.30} \]

For a fixed integer \( n \), consider the event
\[ A_N := \left\{ 2^{-2N/p} \max_{2 \leq n \leq 2^N} \left| U_{n}^{\text{ind}} (h_i (\varepsilon_i)) \right| > 2 \right\}. \tag{2.31} \]

It suffices to prove that there exists a constant \( c_p \) (depending only on \( p \)) such that
\[ \sum_{N=1}^{+\infty} \mathbb{P} (A_N) \leq c_p \mathbb{E} [\left| h_0 (\varepsilon_1) \right|]. \tag{2.32} \]

Indeed, item 1 follows from an application of (2.32) to \( h/\varepsilon \) for a positive \( \varepsilon \) and the Borel-Cantelli lemma. In order to prove item 2, we notice that \( \mathbb{P} \left\{ M'_p > 2 \right\} \leq \sum_{N=1}^{+\infty} \mathbb{P} (A_N) \) and we apply (2.32) to \( h/x \) for each positive \( x \). Consequently, we focus on establishing a satisfactory bound for \( \mathbb{P} (A_N) \).

Define for \( j \geq 2 \) the random variable \( D_j := \sum_{i=1}^{j-1} h (\varepsilon_i, \varepsilon_j) \). Let \( F_j \) denote the \( \sigma \)-algebra generated by the random variables \( \varepsilon_k, 1 \leq k \leq j \). Define
\[ D'_j := D_j 1 \left\{ |D_j| \leq 2^{2N/p} \right\} - E \left[ D_j 1 \left\{ |D_j| \leq 2^{2N/p} \right\} \mid F_{j-1} \right] \quad \text{and} \quad D''_j := D_j 1 \left\{ |D_j| > 2^{2N/p} \right\} - E \left[ D_j 1 \left\{ |D_j| > 2^{2N/p} \right\} \mid F_{j-1} \right]. \tag{2.33} \]

Define for \( j \geq 2 \) the random variable \( D_j := \sum_{i=1}^{j-1} h (\varepsilon_i, \varepsilon_j) \). Let \( F_j \) denote the \( \sigma \)-algebra generated by the random variables \( \varepsilon_k, 1 \leq k \leq j \). Define
\[ D'_j := D_j 1 \left\{ |D_j| \leq 2^{2N/p} \right\} - E \left[ D_j 1 \left\{ |D_j| \leq 2^{2N/p} \right\} \mid F_{j-1} \right] \quad \text{and} \quad D''_j := D_j 1 \left\{ |D_j| > 2^{2N/p} \right\} - E \left[ D_j 1 \left\{ |D_j| > 2^{2N/p} \right\} \mid F_{j-1} \right]. \tag{2.34} \]
Since $E[D_j \mid \mathcal{F}_{j-1}] = 0$, it follows that $D_j = D'_j + D''_j$ hence $A_N \subset A'_N \cup A''_N$, where

$$A'_N := \left\{ 2^{-4N/p} \max_{2 \leq k \leq 2^N} \left| \sum_{j=2}^{k} D'_j \right| > 1 \right\} \quad \text{(2.35)}$$

$$A''_N := \left\{ 2^{-4N/p} \max_{2 \leq k \leq 2^N} \left| \sum_{j=2}^{k} D''_j \right| > 1 \right\}. \quad \text{(2.36)}$$

Let us bound $p'_N := \mathbb{P}(A'_N)$. Markov’s inequality entails

$$p'_N \leq 2^{-4N/p} \mathbb{E} \left[ \max_{2 \leq k \leq 2^N} \left| \sum_{j=2}^{k} D'_j \right|^{2} \right] \quad \text{(2.37)}$$

and since $(D'_j)_{j \geq 2}$ is a martingale differences sequence, we obtain by Doob’s inequality and orthogonality of increments that

$$p'_N \leq 2^{1-4N/p} \sum_{j=2}^{2^N} \mathbb{E} \left[ D'_j^{2} \right] \leq 2^{2-4N/p} \sum_{j=2}^{2^N} \mathbb{E} \left[ D'_j^{2}\mathbf{1}\left\{ |D_j| \leq 2^{N/p} \right\} \right]. \quad \text{(2.38)}$$

Now, we use

$$\mathbb{E} \left[ D_j^{2}\mathbf{1}\left\{ |D_j| \leq 2^{N/p} \right\} \right] = 2 \int_{0}^{2^{N/p}} t \mathbb{P} \left\{ t < |D_j| \leq 2^{N/p} \right\} \, dt \quad \text{(2.39)}$$

$$= 2 \int_{0}^{2^{N/p}} t \mathbb{P} \left\{ |D_j| > t \right\} \, dt - 2^{2N/p} \mathbb{P} \left\{ |D_j| > 2^{N/p} \right\}$$

$$\leq 2 \int_{0}^{2^{N/p}} t \mathbb{P} \left\{ |D_j| > t \right\} \, dt \quad \text{(2.40)}$$

and after the substitution $s = 2^{2N/p}t$, we get

$$\mathbb{E} \left[ D_j^{2}\mathbf{1}\left\{ |D_j| \leq 2^{N/p} \right\} \right] \leq 2^{1+4N/p} \int_{0}^{1} s \mathbb{P} \left\{ |D_j| > 2^{N/p}s \right\} \, ds. \quad \text{(2.41)}$$

We thus obtained the estimate

$$p'_N \leq 8 \sum_{j=2}^{2^N} \int_{0}^{1} s \mathbb{P} \left\{ |D_j| > 2^{N/p}s \right\} \, ds. \quad \text{(2.42)}$$

In order to bound $p''_N := \mathbb{P}(A''_N)$, we start by Markov’s inequality to get

$$p''_N \leq 2^{-2N/p} \sum_{j=2}^{2^N} \mathbb{E} \left[ |D''_j| \right] \leq 2^{1-2N/p} \sum_{j=2}^{2^N} \mathbb{E} \left[ |D_j| \mathbf{1}\left\{ |D_j| > 2^{N/p} \right\} \right]. \quad \text{(2.43)}$$

Since there exists a constant $C_p$ depending only on $p$ such that

$$\mathbb{E} \left[ |D_j| \mathbf{1}\left\{ |D_j| > 2^{N/p} \right\} \right] = 2^{2N/p} \mathbb{P} \left\{ |D_j| > 2^{N/p} \right\} + \int_{2^{2N/p}}^{+\infty} \mathbb{P} \left\{ |D_j| > t \right\} \, dt$$

$$\leq C_p \int_{2^{2N/p-1}}^{+\infty} \mathbb{P} \left\{ |D_j| > t \right\} \, dt, \quad \text{(2.44)}$$
we derive after the substitution $t = 2^{2N/p} s$ that

$$p''_N \leq C_p 2^{2N} \sum_{j=2}^{N} \int_{1/2}^{+\infty} P \left\{ |D_j| > 2^{2N/p} s \right\} ds. \quad (2.45)$$

The combination of (2.42) with (2.45) yields

$$P(A_N) \leq C_p \sum_{j=2}^{N} \int_{1/2}^{+\infty} \min \{1, s\} P \left\{ |D_j| > 2^{2N/p} s \right\} ds. \quad (2.46)$$

We are thus reduced to control the tail of $D_j$, which will be done by using Proposition A.1. Our particular setting permits some simplification of the involved terms.

We first observe that $D_j$ has the same distribution as $\sum_{i=1}^{j-1} h(\varepsilon_0, \varepsilon_i)$ (since the vectors $(\varepsilon_1, \ldots, \varepsilon_{j-1}, \varepsilon_j)$ and $(\varepsilon_1, \ldots, \varepsilon_{j-1}, \varepsilon_0)$ are identically distributed). Define $d_i := h(\varepsilon_0, \varepsilon_i)$. Since $E[h(\varepsilon_0, x)] = 0$ for all $x \in \mathbb{R}^d$, the sequence $(d_i)_{i=1}^j$ is a martingale sequence for the filtration $(\mathcal{G}_i)_{i=1}^j$ where $\mathcal{G}_i$ is the $\sigma$-algebra generated by $\varepsilon_k, 0 \leq k \leq i$. We apply Proposition A.1 to $x = 2^{2n/p} s$ for a fixed positive $s$ and $q = 2p$. Let $i \in \{1, \ldots, j-1\}$. By Lemma A.5 applied to $Y = d_i$, $\mathcal{F} = \sigma (\varepsilon_0)$ and $\mathcal{G} = \sigma (\varepsilon_1, \ldots, \varepsilon_{i-1})$, we have

$$E [ |d|^p \mid \mathcal{G}_{i-1} ] = E [ |h(\varepsilon_0, \varepsilon_j)|^p \mid \sigma (\varepsilon_0) ] . \quad (2.47)$$

Using Lemma A.6 with $Y = \varepsilon_j$, $Z = \varepsilon_0$ and $f = h$, we derive that

$$E [ |d|^p \mid \mathcal{G}_{i-1} ] = E [ |h(\varepsilon_0, \varepsilon_1)|^p \mid \sigma (\varepsilon_0) ] . \quad (2.48)$$

Using this equality combined with the fact that the random variables $d_i, 1 \leq i \leq j-1$ have the same distribution as $d_1, 1$ gets

$$P \left\{ |D_j| > 2^{2N/p} s \right\} \leq c_1 (j-1) \int_0^1 P \left\{ |d_j| > x 2^{2N/p} s u_{sc}^j \right\} u^{-1} du + c_1 \int_0^1 P \left\{ (j-1)^{1/p} (E [ |h(\varepsilon_0, \varepsilon_j)|^p \mid \sigma (\varepsilon_0) ] )^{1/p} > 2^{2N/p} s u_{sc}^j \right\} u^{-1} du. \quad (2.49)$$

In view of (2.46), we derive that

$$P(A_N) \leq c_2 2^{2N} \int_0^{+\infty} \int_0^1 P \left\{ |d_j| > x 2^{2N/p} s u_{sc}^j \right\} u^{2p-1} du \min \{1, s\} ds \leq \sum_{N \geq 1} 2^{2N} P \left( Y > 2^{2N/p} \right) \leq 2E |Y|^p \quad (2.50)$$

for a non-negative random variable $Y$ and the convergence of the integrals $\int_0^1 u^{p-1} du$ and $\int_0^{+\infty} \min \{1, s\} s^{-p} ds$. This ends the proof of Proposition 1.2. \qed
2.2.1. Treatment of $R_{n,1,1}$ and $R_{n,1,2}$. Recall that

\[ H_{i,j}^{(\ell)} := h \left( f_{\ell} (V_{i,\ell}) ; f_{\ell} (V_{j,\ell}) \right) - \mathbb{E} \left[ h \left( f_{\ell} (V_{i,\ell}) ; f_{\ell} (V_{j,\ell}) \right) \right] \]

\[- \left( h \left( f_{\ell-1} (V_{i,\ell-1}) ; f_{\ell-1} (V_{j,\ell-1}) \right) - \mathbb{E} \left[ h \left( f_{\ell-1} (V_{i,\ell-1}) ; f_{\ell-1} (V_{j,\ell-1}) \right) \right] \right). \tag{2.51} \]

and

\[ R_{n,1,1} := \sum_{\ell \geq 1} Y_{n,\ell}; \quad Y_{n,\ell} := \sum_{j=(4\ell+2)\left\lfloor \frac{n}{4\ell+2} \right\rfloor +1}^{n} \sum_{i=(4\ell+2)\left\lfloor \frac{n}{4\ell+2} \right\rfloor +1}^{n-1} H_{i,j}^{(\ell)} \tag{2.52} \]

\[ R_{n,1,2} := \sum_{\ell \geq 1} Z_{n,\ell}; \quad Z_{n,\ell} := \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)\left\lfloor \frac{n}{4\ell+2} \right\rfloor +1}^{n} \sum_{k=0}^{\left\lfloor \frac{n}{2\ell+2} \right\rfloor -1} H_{k+a,j}^{(4\ell+2)k+a,j}. \tag{2.53} \]

For a fix $\ell \geq 1$, we evaluate the contribution of of $Y_{n,\ell}$ and $Z_{n,\ell}$.

**Lemma 2.3.** Let $\ell \geq 1$. The following inequalities hold:

\[ \left\| \sup_{n \geq 1} \frac{1}{n^{1+1/p}} |Y_{n,\ell}| \right\|_{p,\infty} \leq c_{p} \ell^{1-1/p} \theta_{\ell,p}; \tag{2.54} \]

\[ \left\| \sup_{n \geq 1} \frac{1}{n^{1+1/p}} |Z_{n,\ell}| \right\|_{p,\infty} \leq c_{p} \ell^{1-1/p} \theta_{\ell,p}, \tag{2.55} \]

where $c_{p}$ depends only on $p$.

**Proof:** First observe that $Y_{n,\ell}$ is a sum of at most $(4\ell+2)^2$ random variables whose weak-$L^{p}$-norm does not exceed $\theta_{\ell,p}$ hence by cutting the supremum where $n$ is between two consecutive multiples of $4\ell + 2$ gives

\[ \left\| \sup_{n \geq 1} \frac{1}{n^{1+1/p}} |Y_{n,\ell}| \right\|_{p,\infty} \leq \left( \sum_{n \geq 1} \left\| \frac{1}{n^{1+1/p}} |Y_{n,\ell}| \right\|_{p,\infty} \right)^{1/p} \tag{2.56} \]

\[ \leq (4\ell + 2)^{2-1/p} \theta_{\ell,p}, \tag{2.57} \]

In order to treat $Z_{n,\ell}$, we decompose it as $Z'_{n,\ell} + Z''_{n,\ell}$, where

\[ Z'_{n,\ell} = \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)\left\lfloor \frac{n}{4\ell+2} \right\rfloor +1}^{n} \sum_{k=0}^{\left\lfloor \frac{n}{2\ell+2} \right\rfloor -1} \left( H_{k+a,j}^{(4\ell+2)k+a,j} - \mathbb{E} \left[ H_{k+a,j}^{(4\ell+2)k+a,j} \mid V_{j,\ell} \right] \right) \]

\[ Z''_{n,\ell} = \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)\left\lfloor \frac{n}{4\ell+2} \right\rfloor +1}^{n} \sum_{k=0}^{\left\lfloor \frac{n}{2\ell+2} \right\rfloor -1} \mathbb{E} \left[ H_{k+a,j}^{(4\ell+2)k+a,j} \mid V_{j,\ell} \right]. \]
Using (1.25), it follows that
\[
\left\| \sup_{n \geq 1} \frac{1}{n^{1+1/p}} |Z'_{n,\ell}| \right\|_{p,\infty} \leq \left( \sum_{n \geq 1} \left\| \frac{1}{n^{1+1/p}} |Z'_{n,\ell}| \right\|_{p,\infty}^p \right)^{1/p} \leq \left( \sum_{N \geq 1} N^{-p-1} (4\ell + 2)^{-p-1} \left( \sum_{n=(4\ell+2)N} \left\| Z'_{n,\ell} \right\|_{p,\infty} \right) \right)^{1/p}
\]
and for all \( n \) such that \((4\ell + 2) N \leq n \leq (4\ell + 2) (N + 1) - 1\),
\[
\left\| Z'_{n,\ell} \right\|_{p,\infty} \leq \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)N}^{n} \left\| \left( H^\ell_{(4\ell+2)k+a,j} - \mathbb{E} \left[ H^\ell_{(4\ell+2)k+a,j} \mid V_{j,\ell} \right] \right) \right\|_{p,\infty} \leq \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)N}^{n} \left\| \left( H^\ell_{(4\ell+2)k+a,j} - \mathbb{E} \left[ H^\ell_{(4\ell+2)k+a,j} \mid V_{j,\ell} \right] \right) \right\|_{p,\infty}.
\]

For all fixed \( j \), we notice using Lemma A.5 that
\[
\left( H^\ell_{(4\ell+2)k+a,j} - \mathbb{E} \left[ H^\ell_{(4\ell+2)k+a,j} \mid V_{j,\ell} \right] \right)_{0 \leq k \leq N-1}
\]
is a martingale differences sequence with respect to the filtration \((\mathcal{F}_k)_{0 \leq k \leq N-1}\) where
\[
\mathcal{F}_k := \sigma (V_{j,\ell}) \vee \sigma (V_{(4\ell+2)i+a,j}, i \leq k)
\]
hence by Burkholder’s inequality,
\[
\left\| \sum_{k=0}^{N-1} \left( H^\ell_{(4\ell+2)k+a,j} - \mathbb{E} \left[ H^\ell_{(4\ell+2)k+a,j} \mid V_{j,\ell} \right] \right) \right\|_{p,\infty}^p \leq c_p \sum_{k=0}^{N-1} \left\| H^\ell_{(4\ell+2)k+a,j} - \mathbb{E} \left[ H^\ell_{(4\ell+2)k+a,j} \mid V_{j,\ell} \right] \right\|_{p,\infty}^p \leq 2p c_p N \theta_{\ell,p}^p
\]
and plugging this estimate into (2.58) gives
\[
\left\| \sup_{n \geq 1} \frac{1}{n^{1+1/p}} |Z'_{n,\ell}| \right\|_{p,\infty} \leq C_p \left( \sum_{N \geq 1} N^{-p-1} (4\ell + 2)^{-p-1} (4\ell + 2)^2 p N^{\theta_p} \right)^{1/p} 
\leq C'_{\ell,p} \theta_{\ell,p}^{1-1/p}.
\]

In order to treat the contribution of \(Z''_{n,\ell} \), we observe that \(E \left[ H_{\ell}(k+a,j) \mid V_{j,\ell} \right] \) is independent of \(k\) hence
\[
Z''_{n,\ell} = \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)\left\lfloor \frac{n}{4\ell+2} \right\rfloor + 1}^{n} \frac{n}{4\ell+2} E \left[ H_{a,j} \mid V_{j,\ell} \right].
\]

Consequently, the control of the contribution of \(\sup_{n \geq 1} n^{-1-1/p} |Z''_{n,\ell}| \) can be done thanks to Proposition A.2.

This ends the proof of Lemma 2.3. \(\square\)

### 2.2.2. Treatment of terms of the form \(\sum_{u} H_{a, (4\ell+2)u+b}^{(\ell)}\)

**Lemma 2.4.** For all \(\ell \geq 1\) and all \(a, b \in [4\ell+2]\), the following inequality holds
\[
\left\| \sup_{n \geq 1} \frac{1}{n^{1+1/p}} \sum_{u=1}^{n \left\lfloor \frac{n}{4\ell+2} \right\rfloor + 1} H_{a, (4\ell+2)u+b}^{(\ell)} \right\|_{p,\infty} \leq c_p (4\ell + 2)^{-1-1/p} \theta_{\ell,p}. \tag{2.60}
\]

**Lemma 2.5.** For all \(\ell \geq 1\) and all \(a, b \in [4\ell+2]\), the following inequality holds
\[
\left\| \sup_{n \geq 1} \frac{1}{n^{3/2}} \sum_{u=1}^{n \left\lfloor \frac{n}{4\ell+2} \right\rfloor + 1} H_{a, (4\ell+2)u+b}^{(\ell)} \right\|_{p,\infty} \leq c_p (4\ell + 2)^{-1-1/p} \theta_{\ell,p}. \tag{2.61}
\]

These two lemmas are the consequence of the following observations.

1. We first assume that \(0 \leq a - b \leq 2\ell\); if not we add and subtract \(H_{a, (4\ell+2)(a+1)+b}^{(\ell)}\) and use telescoping to treat instead \(\sum_{u=1}^{\left\lfloor \frac{n}{4\ell+2} \right\rfloor} H_{a, (4\ell+2)(a+1)+b}^{(\ell)}\) (where we will apply the previous case to \(\tilde{a} = a\) and \(\tilde{b} = b + 2\ell + 1\)). A similar method can be used to treat the sum involved in Lemma 2.5.

2. The supremum involved in the statement can be restricted to the integers \(n\) with are a multiple of \(4\ell + 2\).

3. For all integer \(N\) and all sequence of random variables \(W_{i,j}, i, j \geq 1\), we write
\[
S_n := \sum_{1 \leq i < j \leq n} W_{i,j}, \quad S'_n := \sum_{0 \leq i < j \leq n} W_{i,j}. \tag{2.62}
\]
With the choice \( W_{i,j} := H_{(4\ell+2)}^{(0)} i+a,(4\ell+2) j+b \), the following equality holds:

\[
\sum_{u=1}^{\lfloor \pi^2 \rfloor} H_{a,(4\ell+2) u+b}^{(0)} = S'_N - S_N, \tag{2.63}
\]

when \( n = (4\ell + 2) N \). Since \( S'_N \) and \( S_N \) can be both expressed as \( U \)-statistics of i.i.d. data, we can use Corollary 1.3 to treat these terms.

Lemma 2.5 can be done in a similar way: we express this time the involved sum as \( S_N - S_{N-1} \).

2.2.3. Treatment of terms of the form \( \sum_u H_{(4\ell+2) u+a,(4\ell+2) u+b}^{(0)} \).

**Lemma 2.6.** For all \( \ell \geq 1 \) and all \( a, b \in [4\ell + 2] \), the following inequality holds

\[
\left\| \sup_{n \geq 1} \frac{1}{n^{1+1/p}} \left\| \sum_{u=1}^{\lfloor \pi^2 \rfloor} H_{(4\ell+2) u+a,(4\ell+2) u+b}^{(0)} \right\| \right\|_{p, \infty} \leq c_p (4\ell + 2)^{-1-1/p} \theta_{\ell, p}. \tag{2.64}
\]

This follows from the fact that \( (H_{(4\ell+2) u+a,(4\ell+2) u+b}^{(0)})_{u \geq 1} \) forms a two-dependent sequence.

2.2.4. Proof of Theorem 1.4 and Theorem 1.5. Theorem 1.4 is a consequence of the combination of Proposition 1.1, the estimates of Lemmas 2.3, 2.4, 2.6 and 2.5.

In order to prove Theorem 1.5, we start from the decomposition

\[
U_n (h, f, (\varepsilon_i)_{i \in \mathbb{Z}}) - \mathbb{E} \left[ U_n (h, f, (\varepsilon_i)_{i \in \mathbb{Z}}) \right] = A_{n,L} + B_{n,L}, \tag{2.65}
\]

where for a fixed \( L \), \( A_{n,L} \) is the sum for the indexes \( \ell \) smaller or equal to \( L \) (viewing the terms associated to \( V_{k,0} \) as the corresponding ones for \( \ell = 0 \)) and \( B_{n,L} \) the remaining term. We have to prove that for each positive \( \varepsilon \),

\[
\lim_{N \to +\infty} \mathbb{P} \left\{ \sup_{n \geq N} \frac{1}{n^{1+1/p}} |U_n (h, f, (\varepsilon_i)_{i \in \mathbb{Z}}) - \mathbb{E} [U_n (h, f, (\varepsilon_i)_{i \in \mathbb{Z}})]| > 2\varepsilon \right\} = 0.
\]

Using (2.65) and the fact that \( A_{n,L} \) consists of sums of terms which can be treated by Lemmas 2.3, 2.4, 2.6 and 2.5, we derive that for all fixed \( L \),

\[
\limsup_{N \to +\infty} \mathbb{P} \left\{ \sup_{n \geq N} \frac{1}{n^{1+1/p}} |U_n (h, f, (\varepsilon_i)_{i \in \mathbb{Z}}) - \mathbb{E} [U_n (h, f, (\varepsilon_i)_{i \in \mathbb{Z}})]| > 2\varepsilon \right\} \leq \limsup_{N \to +\infty} \mathbb{P} \left\{ \sup_{n \geq N} \frac{1}{n^{1+1/p}} |B_{n,L}| > \varepsilon \right\}. \tag{2.66}
\]

Bounding the latter probability by \( \varepsilon^{-p} \left\| \sup_{n \geq 1} \frac{1}{n^{1+1/p}} |B_{n,L}| \right\|_{p, w}^p \) and using Lemmas 2.3, 2.4, 2.6 and 2.5, we can see that for some constant \( C \) depending only on \( p \),

\[
\left\| \sup_{n \geq 1} \frac{1}{n^{1+1/p}} |B_{n,L}| \right\|_{p, w} \leq C \sum_{\ell \geq L} \ell^2 \theta_{\ell, p}, \tag{2.67}
\]

which can be made arbitrarily small.

2.3. Proof of Theorem 1.6. Like for the results on the strong law of larger numbers, we have to control the contribution of the extra-terms in the decomposition obtained in Proposition 1.1.
2.3.1. Treatment of $R_{n,1,1}$ and $R_{n,1,2}$. Recall that

$$H_{i,j}^{(\ell)} := h(f_{\ell}(V_{i,\ell}), f_{\ell}(V_{j,\ell})) - \mathbb{E}[h(f_{\ell}(V_{i,\ell}), f_{\ell}(V_{j,\ell}))] - (h(f_{\ell-1}(V_{i,\ell-1}), f_{\ell-1}(V_{j,\ell-1})) - \mathbb{E}[h(f_{\ell-1}(V_{i,\ell-1}), f_{\ell-1}(V_{j,\ell-1}))]).$$

and

$$R_{n,1,1} := \sum_{\ell \geq 1} Y_{n,\ell}; \quad Y_{n,\ell} := \sum_{j=(4\ell+2)}^{n} \sum_{i=(4\ell+2)}^{n} H_{i,j}^{(\ell)}$$

and

$$R_{n,1,2} := \sum_{\ell \geq 1} Z_{n,\ell}; \quad Z_{n,\ell} := \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)}^{n} \sum_{k=0}^{\lfloor \frac{n}{n+2} \rfloor +1} H_{(4\ell+2)k+a,j}^{(\ell)},$$

For a fix $\ell \geq 1$, we evaluate the contribution of $Y_{n,\ell}$ and $Z_{n,\ell}$.

**Lemma 2.7.** Let $\ell \geq 1$. The following inequalities hold.

$$\left\| \sup_{n \geq 1} \frac{1}{n^{3/2} \sqrt{\text{LL}(n)}} |Y_{n,\ell}| \right\|_{p,\infty} \leq c_p \ell^{1-1/p} \theta_{\ell,p}$$  \hspace{1cm} (2.71)$$

$$\left\| \sup_{n \geq 1} \frac{1}{n^{3/2} \sqrt{\text{LL}(n)}} |Z_{n,\ell}| \right\|_{p,\infty} \leq c_p \ell^{1/p} \theta_{\ell,p}.$$  \hspace{1cm} (2.72)

**Proof:** First observe that $Y_{n,\ell}$ is a sum of at most $(4\ell + 2)^2$ random variables whose weak-$L^p$-norm does not exceed $\theta_{\ell,p}$ hence by cutting the supremum where $n$ is between two consecutive multiples of $4\ell + 2$ gives

$$\left\| \sup_{n \geq 1} \frac{1}{n^{3/2} \sqrt{\text{LL}(n)}} |Y_{n,\ell}| \right\|_{p,\infty} \leq \left( \sum_{n \geq 1} \left| \frac{1}{n^{3/2} \sqrt{\text{LL}(n)}} |Y_{n,\ell}| \right|^p \right)^{1/p}$$ \hspace{1cm} (2.73)

$$\leq c (4\ell + 2)^{1-1/p} \left( \sum_{n \geq 1} n^{-3p/2} \right)^{1/p} \theta_{\ell,p}.$$ \hspace{1cm} (2.74)

In order to treat $Z_{n,\ell}$, we decompose it as $Z'_{n,\ell} + Z''_{n,\ell}$, where

$$Z'_{n,\ell} = \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)}^{n} \sum_{k=0}^{\lfloor \frac{n}{n+2} \rfloor +1} (H_{(4\ell+2)k+a,j}^{(\ell)} - \mathbb{E}[H_{(4\ell+2)k+a,j}^{(\ell)} | V_{j,\ell}]])$$

$$Z''_{n,\ell} = \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)}^{n} \sum_{k=0}^{\lfloor \frac{n}{n+2} \rfloor +1} \mathbb{E}[H_{(4\ell+2)k+a,j}^{(\ell)} | V_{j,\ell}].$$
We first use (1.25) to get

\[
\left\| \sup_{n \geq 1} \frac{1}{n^{3/2} \sqrt{\text{LL}(n)}} |Z'_{n,\ell}| \right\|_{p,\infty} \leq \left( \sum_{n \geq 3} \left\| \frac{1}{n^{3/2} \sqrt{\text{LL}(n)}} |Z'_{n,\ell}| \right\|^p \right)^{1/p}
\]

\[
\leq \left( \sum_{N \geq 1} N^{-3p/2} (4\ell + 2)^{-3p/2} \left( \sum_{n=(4\ell+2)N}^{(4\ell+2)(N+1)-1} \left\| Z'_{n,\ell} \right\|^p \right) \right)^{1/p}
\]

and for all \( n \) such that \( (4\ell + 2) N \leq n \leq (4\ell + 2) (N + 1) - 1 \),

\[
\left\| Z'_{n,\ell} \right\|_{p,\infty} \leq \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)N+1}^{n} \left\| \sum_{k=0}^{N-1} H^{(\ell)}_{(4\ell+2)k+a,j} - \mathbb{E} \left[ H^{(\ell)}_{(4\ell+2)k+a,j} \mid V_{j,\ell} \right] \right\|_{p,\infty}
\]

\[
\leq \sum_{N \geq 1} N^{-p-1} (4\ell + 2)^{-3p/2} \times \left( \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)N+1}^{N-1} \left\| \sum_{k=0}^{N-1} H^{(\ell)}_{(4\ell+2)k+a,j} - \mathbb{E} \left[ H^{(\ell)}_{(4\ell+2)k+a,j} \mid V_{j,\ell} \right] \right\|_{p,\infty} \right)^p . \quad (2.75)
\]

For all fixed \( j \), we notice using Lemma A.5 that

\[
\left( H^{(\ell)}_{(4\ell+2)k+a,j} - \mathbb{E} \left[ H^{(\ell)}_{(4\ell+2)k+a,j} \mid V_{j,\ell} \right] \right)_{0 \leq k \leq N-1}
\]

is a martingale differences sequence with respect to the filtration \((\mathcal{F}_k)_{0 \leq k \leq N-1}\) where

\[
\mathcal{F}_k := \sigma (V_{j,\ell}) \vee \sigma (V_{(4\ell+2)i+a,j}, i \leq k)
\]

hence

\[
\left\| \sum_{k=0}^{N-1} \left( H^{(\ell)}_{(4\ell+2)k+a,j} - \mathbb{E} \left[ H^{(\ell)}_{(4\ell+2)k+a,j} \mid V_{j,\ell} \right] \right) \right\|_{p,\infty}^p \leq \left( \sum_{k=0}^{N-1} \left\| H^{(\ell)}_{(4\ell+2)k+a,j} - \mathbb{E} \left[ H^{(\ell)}_{(4\ell+2)k+a,j} \mid V_{j,\ell} \right] \right\|_{2}^2 \right)^{p/2} \leq c_p N^{p/2} \theta_{\ell,2}^p
\]

and plugging this estimate into (2.75) gives
\[
\left\| \sup_{n \geq 1} \frac{1}{n^{3/2} \sqrt{\text{LL}(n)}} \left| Z'_{n,t} \right| \right\|_{p,\infty} \leq C_p \left( \sum_{N \geq 1} N^{-1-p/2} (4\ell + 2)^{-3p/2+2} (4\ell + 2)^{2p} \theta_{t,p}^p \right)^{1/p} \leq C_p \theta_{t,2}^{\ell+1/2}.
\]

We control the contribution of \( Z''_n \) by noticing that \( \mathbb{E} \left[ H^{(t)}_{(4\ell+2)k+a,j} \mid V_{t} \right] \) is actually independent on \( k \).

This ends the proof of Lemma 2.7. \( \square \)

2.3.2. Treatment of terms of the form \( \sum_u H^{(t)}_{a,(4\ell+2)u+b} \) and \( \sum_u H^{(t)}_{(4\ell+2)u+a,(4\ell+2)\left\lceil \frac{n}{\ell+1} \right\rceil} \).

Lemma 2.8. For all \( \ell \geq 1 \) and all \( a, b \in [4\ell + 2] \), the following inequality holds
\[
\left\| \sup_{n \geq 1} \frac{1}{n^{3/2} \sqrt{\text{LL}(n)}} \left| \sum_{u=1}^{\left\lceil \frac{n}{\ell+1} \right\rceil} H^{(t)}_{a,(4\ell+2)u+b} \right| \right\|_{p,\infty} \leq c_p (4\ell + 2)^{-3/2} \theta_{t,p}. \tag{2.76}
\]

Lemma 2.9. For all \( \ell \geq 1 \) and all \( a, b \in [4\ell + 2] \), the following inequality holds
\[
\left\| \sup_{n \geq 1} \frac{1}{n^{3/2} \sqrt{\text{LL}(n)}} \left| \sum_{u=1}^{\left\lceil \frac{n}{\ell+1} \right\rceil} H^{(t)}_{(4\ell+2)u+a,(4\ell+2)\left\lceil \frac{n}{\ell+1} \right\rceil} \right| \right\|_{p,\infty} \leq c_p (4\ell + 2)^{-1-1/p} \theta_{t,p}. \tag{2.77}
\]

The proof follows exactly the same idea as the proof of Lemmas 2.4 and 2.5, where the use of Corollary 1.3 is replaced by that of Proposition A.4.

2.3.3. Treatment of terms of the form \( \sum_u H^{(t)}_{(4\ell+2)u+a,(4\ell+2)u+b} \).

Lemma 2.10. For all \( \ell \geq 1 \) and all \( a, b \in [4\ell + 2] \), the following inequality holds
\[
\left\| \sup_{n \geq 1} \frac{1}{n^{3/2} \sqrt{\text{LL}(n)}} \left| \sum_{u=1}^{\left\lceil \frac{n}{\ell+1} \right\rceil} H^{(t)}_{(4\ell+2)u+a,(4\ell+2)u+b} \right| \right\|_{p,\infty} \leq c_p (4\ell + 2)^{-3/2} \theta_{t,p}. \tag{2.78}
\]

This follows from the fact that \( \left( H^{(t)}_{(4\ell+2)u+a,(4\ell+2)u+b} \right)_{u \geq 1} \) forms a two-dependent sequence.

2.4. Proof of Theorem 1.7. Let us explain the idea of the proof. The convergence is essentially due to the partial sums of strictly stationary sequence \( (Y_k)_{k \geq 1} \), where
\[
Y_k = Y_{k,0} + \sum_{\ell \geq 1} Y_{k,\ell} - Y_{k,\ell-1} \tag{2.79}
\]

and
\[
Y_{k,\ell} := \mathbb{E} \left[ h \left( f_\ell (V_{k,\ell}) , f_\ell (V'_{0,\ell}) \right) \mid V_{k,\ell} \right] - \mathbb{E} \left[ h \left( f_\ell (V_{k,\ell}) , f_\ell (V'_{0,\ell}) \right) \right]. \tag{2.80}
\]
We can establish the convergence of \((n^{-1/2} \sum_{k=1}^{n} Y_k)_{n \geq 1}\) by showing the convergence of \((n^{-1/2} \sum_{k=1}^{n} Y_{k,L})_{n \geq 1}\) for a fixed \(L\) and by controlling the remainder. We have to prove that all the terms in the decomposition obtained in Proposition 1.1 converge to zero in probability. To sum up, we start by writing

\[
\frac{1}{n^{3/2}} U_n(h, f, (\varepsilon_i)_{i \in \mathbb{Z}}) - \mathbb{E} \left[ U_n(h, f, (\varepsilon_i)_{i \in \mathbb{Z}}) \right] = \frac{1}{\sqrt{n}} \sum_{k=1}^{n} Y_k + U_n^{\text{ind}} \left( h^{(0)}, (\varepsilon_i)_{i} \right) + \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \sum_{a, b \in [4\ell + 2]} U_n^{\text{ind}} \left[ \frac{\ell}{\sqrt{n}} \right] \left( h_{a,b}^{(\ell)}(\varepsilon_i) \right) + R_{n,1,1} + R_{n,1,2} + \sum_{k=2}^{7} R_{n,k, \ell}, \quad (2.81)
\]

where for each \(\ell \geq 1\) and all \(a, b \in [4\ell + 2]\), the \(U\)-statistic \(U_n^{\text{ind}} \left[ \frac{\ell}{\sqrt{n}} \right] \left( h_{a,b}^{(\ell)}(\varepsilon_i) \right)\) has independent data and is degenerated, and the remainder terms are defined as

\[
R_{n,1,1} := \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \sum_{j=(4\ell+2)}^{n} \frac{n}{b_v} \left[ \frac{j}{\sqrt{n}} \right] + 1 \quad \text{for} \quad i=(4\ell+2) \left[ \frac{j-1}{\sqrt{n}} \right] + 1
\]

\[
R_{n,1,2} := \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \sum_{a=1}^{4\ell+2} \sum_{j=(4\ell+2)}^{n} \frac{n}{b_v} \left[ \frac{j}{\sqrt{n}} \right] + 1 \quad \text{for} \quad k=(4\ell+2) \left[ \frac{j-1}{\sqrt{n}} \right] + 1
\]

\[
R_{n,2} := \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \sum_{u=0}^{\ell} \sum_{a,b \in [4\ell + 2]} \left( H_{a,v(4\ell+2)+b}^{(\ell)} + H_{b,v(4\ell+2)+a}^{(\ell)} \right)
\]

\[
R_{n,3} := \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \sum_{u=0}^{\ell} \sum_{a,b \in [4\ell + 2]} \left( H_{a,v(4\ell+2)+b}^{(\ell)} + H_{b,v(4\ell+2)+a}^{(\ell)} \right)
\]

\[
R_{n,4} := \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \sum_{a,b \in [4\ell + 2]} \left( H_{a,v(4\ell+2)+b}^{(\ell)} + H_{b,v(4\ell+2)+a}^{(\ell)} \right)
\]

\[
R_{n,5} := \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \sum_{a,b \in [4\ell + 2]} \left( H_{a,v(4\ell+2)+b}^{(\ell)} + H_{b,v(4\ell+2)+a}^{(\ell)} \right)
\]

\[
R_{n,6} := \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \sum_{a,b \in [4\ell + 2]} \left( H_{a,v(4\ell+2)+b}^{(\ell)} + H_{b,v(4\ell+2)+a}^{(\ell)} \right)
\]

\[
R_{n,7} := \frac{1}{n^{3/2}} \sum_{\ell \geq 1} R_{n,7}^{(\ell)}
\]

\[
P_{n,7}^{(\ell)} := (4\ell + 1) \left[ \frac{n}{4\ell + 1} \right]^{(4\ell+2)} \sum_{k=1}^{n} (Y_{k,\ell} - Y_{k,\ell-1}) - n \sum_{k=1}^{n} (Y_{k,\ell} - Y_{k,\ell-1})
\]
Then we assume that
\( W \) is a centered normal variable with variance \( \sigma^2 \).

We will apply the result in the following setting:
\[ Z_{n,L} := \frac{1}{\sqrt{n}} \sum_{k=1}^{n} Y_{k,L}, \]  
(2.82)

2.4.1. Convergence of \( (n^{-1/2} \sum_{k=1}^{n} Y_k)_{n \geq 1} \). We use Theorem 4.2 in Billingsley (1968), which states the following. For \( L, n \in \mathbb{N}, Z_n, Z_{n,L}, W_L \) and \( Z \) are real-valued random variables defined on a common probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \).

\( R_{n,1}, R_{n,2}, 2 \leq k \leq 7. \)

We then follow the steps:
1. We show that \( \left( n^{-1/2} \sum_{k=1}^{n} Y_k \right)_{n \geq 1} \) converges to a centered normal distribution with variance \( \sigma^2 \).
2. We show the convergence in probability to zero of all the terms \( R_{n,1}, R_{n,2}, 2 \leq k \leq 7. \)

We assume that
1. for all \( L \in \mathbb{N}, Z_{n,L} \to W_L \) in distribution as \( n \to \infty \);
2. \( W_L \to Z \) in distribution as \( L \to \infty \), and
3. for each \( \varepsilon > 0 \), \( \lim_{L \to \infty} \limsup_{n \to \infty} \mathbb{P} \{ |Z_{n,L} - Z_n| > \varepsilon \} = 0. \)

Then \( Z_n \to Z \) in distribution as \( n \to \infty \).

We define \( R_{n,1} \) as
\[ R_{n,1} := \sum_{k=1}^{n} |Z_{n,L} - Z_k|, \]  
(2.83)

The first item follows from the Central Limit Theorem for \( (2L+1) \)-dependent random variables; the second one from the convergence of \( (\sigma^2_L)_{L \geq 1} \) to \( \sigma^2 \), which can be seen by writing \( Y_{k,L} - Y_k = \sum_{\ell \geq L} (Y_{k,\ell} - Y_{k,\ell+1}) \) and using Cauchy-Schwarz inequality:
\[ \left| \sum_{k=-L}^{L} \text{Cov} (Y_{0,L}, Y_{k,L}) - \text{Cov} (Y_0, Y_k) \right| \]
\[ \leq \sum_{k=-L}^{L} |\text{Cov} (Y_{0,L}, Y_{k,L} - Y_k)| + \sum_{k=-L}^{L} |\text{Cov} (Y_0, Y_k - Y_{0,L})| \]
\[ \leq 2L \|Y_{0,L}\|_2 \sum_{\ell \geq L} \theta_{\ell,2} + 2L \|Y_k\|_2 \sum_{\ell \geq L} \theta_{\ell,2} \]  
(2.84)

and the quantities \( \|Y_{0,L}\|_2 \) and \( \|Y_k\|_2 \) are bounded independently of \( L \) and \( k \).

The third item, we start from Chebyshev’s inequality:
\[ \mathbb{P} \{ |Z_{n,L} - Z_n| > \varepsilon \} \leq \varepsilon^{-2} |Z_{n,L} - Z_n|^2 \]
(2.84)

\[ \|Z_{n,L} - Z_n\|_2 \leq \sum_{\ell \geq L} \left\| \frac{1}{\sqrt{n}} \sum_{k=1}^{n} (Y_{k,\ell} - Y_{k,\ell-1}) \right\|_2 \]  
(2.85)
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and $\left\| \frac{1}{\sqrt{n}} \sum_{k=1}^{n} (Y_{k,\ell} - Y_{k,\ell-1}) \right\|_2$ does not exceed a constant times $\ell^{1/2}\theta_{\ell,2}$ hence

$$\limsup_{n \to +\infty} \mathbb{P} \{ |Z_{n,L} - Z_n| > \varepsilon \} \leq \varepsilon^{-2} \left( \sum_{\ell \geq L} \ell^{1/2} \theta_{\ell,2} \right)^2.$$  \hfill (2.86)

2.4.2. *Convergence in probability of $R_{n,1,1}$, $R_{n,1,2}$ and $R_{n,k}$, $2 \leq k \leq 6$ to 0.* Observe that

$$\mathbb{E} \| R_{n,1,1} \| \leq \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \sum_{j=(4\ell+2)\left\lfloor \frac{n}{4\ell+2} \right\rfloor +1}^{n} \sum_{i=(4\ell+2)\left\lfloor \frac{n}{4\ell+2} \right\rfloor +1} \| H_{\ell,j}^{(\ell)} \|_1,$$ \hfill (2.87)

that $\| H_{\ell,j}^{(\ell)} \|_1 \leq \theta_{\ell,1}$ and that the number of terms in the two inner sums is of order $\ell^2$ hence

$$\mathbb{E} \| R_{n,1,1} \| \leq \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \ell^2 \theta_{\ell,1}.$$ \hfill (2.88)

We use the same method for the terms $R_{n,1,2}$ and $R_{n,k}$, $2 \leq k \leq 6$.

2.4.3. *Treatment of $R_{n,7}$.* First we rewrite $R_{n,7}$ as a double sum, namely, as

$$R_{n,7} = \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \sum_{k \geq 1} (Y_{k,\ell} - Y_{k,\ell-1}) c_{n,k,\ell}$$ \hfill (2.89)

where

$$c_{n,k,\ell} = (4\ell + 2) \left\lfloor \frac{n}{4\ell+2} \right\rfloor +1 \left\lfloor \frac{n}{4\ell+2} \right\rfloor - n [k \leq n],$$ \hfill (2.90)

with the notation $[P] = 1$ if the assertion $P$ holds and 0 otherwise. Write $n$ as $(4\ell + 2)N + r$, where $0 \leq r \leq 4\ell + 1$. Then

$$c_{n,k,\ell} = -q [k \leq N (4\ell + 2) + 1] - n [N (4\ell + 2) \leq k \leq n],$$ \hfill (2.91)

hence

$$|R_{n,7}| \leq \frac{1}{n^{3/2}} \sum_{\ell \geq 1} \sum_{k=1}^{(4\ell+2)\left\lfloor \frac{n}{4\ell+2} \right\rfloor +1} (Y_{k,\ell} - Y_{k,\ell-1})$$

$$\quad + \frac{1}{n^{1/2}} \sum_{\ell \geq 1} \sum_{(4\ell+2)\left\lfloor \frac{n}{4\ell+2} \right\rfloor +1} (Y_{k,\ell} - Y_{k,\ell-1})$$

and taking the expectation gives that

$$\| R_{n,7} \|_1 \leq 2n^{-1/2} \sum_{\ell \geq 1} \ell \theta_{\ell,1}.$$ \hfill (2.92)
2.5. Proof of Theorem 1.13. We start the proof of Theorem 1.13 by given a bound on the dependence coefficients in terms of the $L^r$-norm of the density of the random variable $E [X_0 | \sigma (\varepsilon_u, -\ell \leq u \leq \ell)] - E [X_j | \sigma (\varepsilon_u, j - \ell \leq u \leq j + \ell)]$ and the $L^r$-norm of $E [X_0 | V_0, \ell] - E [X_0 | V_0, \ell-1]$:

$$\theta_{\ell, p} \leq C \| \pi_{\ell} \|_q^q \| \theta_{\ell-1} \|_r^{r-1} \| \epsilon \|_s,$$  

(2.93)

where $C$ is independent of $\ell$.

Let us show (2.93). By the definition of the dependence coefficients (1.8), we have to control $\sup \{ \| h (f_{\ell} (V_0, \ell), f_{\ell} (V_j, \ell)) - h (f_{\ell-1} (V_0, \ell-1), f_{\ell-1} (V_j, \ell-1)) \|_p \}$ with $h (x, y) := 1 \{ |x - y| \leq t \}$. We will control for a fixed $\ell$ and $j$ the quantity $\| h (f_{\ell} (V_0, \ell), f_{\ell} (V_j, \ell)) - h (f_{\ell-1} (V_0, \ell-1), f_{\ell-1} (V_j, \ell-1)) \|_p$. The last quantity involves four random variables, that we will define as

$X := E [X_0 | \sigma (\varepsilon_u, -\ell \leq u \leq \ell)],$

$X' := E [X_0 | \sigma (\varepsilon_u, -\ell + 1 \leq u \leq \ell - 1)]$

$Y := E [X_j | \sigma (\varepsilon_u, j - \ell \leq u \leq j + \ell)],$

$Y' := E [X_j | \sigma (\varepsilon_u, j - \ell + 1 \leq u \leq j + 1 - \ell)]$

in order to ease the notations. For each fixed $\delta$, the following inequalities take place:

$$\| h (f_{\ell} (V_0, \ell), f_{\ell} (V_j, \ell)) - h (f_{\ell-1} (V_0, \ell-1), f_{\ell-1} (V_j, \ell-1)) \|_p$$

$$= \| 1 \{ |X - Y| \leq t \} - 1 \{ |X' - Y'| \leq t \} \|_p$$

$$\leq \| 1 \{ |X - Y| \leq t \} - 1 \{ |X' - Y'| \leq t \} \|_p$$

$$+ \| 1 \{ |X' - Y'| \leq t \} - 1 \{ |X' - Y'| \leq t \} \|_p$$

$$\leq \mathbb{P} \{ |X - X'| > \delta \}^{1/p}$$

$$+ \mathbb{P} \{ |Y - Y'| > \delta \}^{1/p}$$

$$+ \mathbb{P} \{ |X' - X'| \leq t \} - 1 \{ |X' - Y'| \leq t \} \|_p \{ |Y - Y'| \leq \delta \} \|_p.$$

The terms $\mathbb{P} \{ |X - X'| > \delta \}^{1/p}$ and $\mathbb{P} \{ |Y - Y'| > \delta \}^{1/p}$ can be bounded by Markov’s inequality, giving

$$\mathbb{P} \{ |X - X'| > \delta \}^{1/p} + \mathbb{P} \{ |Y - Y'| > \delta \}^{1/p} \leq$$

$$\delta^{-q/p} \| X - X' \|_q^{q/p} + \delta^{-q/p} \| Y - Y' \|_q^{q/p} = 2\delta^{-q/p} \| X - X' \|_q^{q/p},$$  

(2.94)

where we used in the last equality the fact that $X - X'$ has the same distribution as $Y - Y'$. Moreover, observe that $1 \{ |X - Y| \leq t \} - 1 \{ |X' - Y'| \leq t \}$ is equal to one if $|X - Y| \leq t$ and $|X' - Y'| > t$ or the other way around. In both cases, the additional information that $|X - X'| \leq \delta$ shows that $|X - Y|$ belongs to the interval $[t - \delta, t + \delta]$. Using a similar argument for the control of $\| (1 \{ |X' - Y'| \leq t \} - 1 \{ |X' - Y'| \leq t \}) \|_p$, we derive the bound

$$\| h (f_{\ell} (V_0, \ell), f_{\ell} (V_j, \ell)) - h (f_{\ell-1} (V_0, \ell-1), f_{\ell-1} (V_j, \ell-1)) \|_p$$

$$\leq 2\delta^{-q/p} \| X - X' \|_q^{q/p} + \mathbb{P} \{ t - \delta \leq |X - Y| \leq t + \delta \}^{1/p}$$

$$+ \mathbb{P} \{ t - \delta \leq |X' - Y'| \leq t + \delta \}^{1/p}.$$
Now, using the assumption on the density of \( X - Y \) and \( X' - Y' \), we obtain

\[
\| h (f_\ell (V_{0,\ell}) , f_\ell (V_{j,\ell})) - h (f_{\ell-1} (V_{0,\ell-1}) , f_{\ell-1} (V_{j,\ell-1})) \|_p \\
\leq 2 \delta^{-q/p} \| X - X' \|_q^{q/p} + 4 \| g_k,\ell \|_{L^q(\mathbb{R})} \delta^{q/(p-q)}.
\]

We choose \( \delta \) in such a way that the last two terms have a similar contribution equal. This leads to the choice \( \delta = \| X - X' \|_q^{q/p} \), from which inequality

\[
\| h (f_\ell (V_{0,\ell}) , f_\ell (V_{j,\ell})) - h (f_{\ell-1} (V_{0,\ell-1}) , f_{\ell-1} (V_{j,\ell-1})) \|_p \\
\leq C \| E [X_0 \mid \sigma (\varepsilon_u , -\ell \leq u \leq \ell)] - E [X_0 \mid \sigma (\varepsilon_u , -\ell + 1 \leq u \leq \ell - 1)] \|_q^q \delta^{q/(p-q) + 1/q}
\]

follows, giving (2.93).

Now, the law of large numbers and the bounded law of the iterated logarithms follow from the combination of (2.93) with Theorem 1.5 and Theorem 1.4 respectively. For the central limit theorem, we use again (2.93) in order to check that (1.33) holds. It remains to verify (1.34) which will be done by controlling each term of the series in (1.40). To this aim, let \( Z_k \) and \( Z_k' \) be the random variables involved in the statement. We have to show that

\[
\sum_{k \in \mathbb{Z}} \| \mathbf{1} \{|Z_k - X'_0| \leq t\} - \mathbf{1} \{|Z'_k - X'_0| \leq t\} \|_2,
\]

(2.95)

where \( X'_0 = f \left( (\varepsilon_u - u \mid u \in \mathbb{Z}) \right) \). Use the same method as before in order to control the quantity \( \| \mathbf{1} \{|Z_k - X'_0| \leq t\} - \mathbf{1} \{|Z'_k - X'_0| \leq t\} \|_2 \) for each fixed \( k \), that is, we intersect over \( \{ |Z_k - Z'_k| \leq \delta \} \) for some well chosen \( \delta \), namely, \( \delta = \|Z_k - Z'_k\|_q^{q/(q-r+1)} \). This ends the proof of Theorem 1.13.

### A. Appendix

In this appendix, we collect some fact about partial sums of martingales or functional of independent sequences that we will need in the proof.

The first is a probability inequality for martingales; Proposition A.2 and A.3 give a control of the maximal function involved in the strong law of large numbers, respectively for martingales and functionals of a fixed number of i.i.d. random variables. We end the Appendix by two lemmas on conditional expectation.

**Proposition A.1** (Theorem 1.3 in Giraud, 2019). Let \( 1 < p < 2 \) and \( q > p \). Then there exists constants \( c_1 \) and \( c_2 \) depending only on \( \{p,q\} \) such that if \( (d_i)_{i=1}^n \) is a martingale differences sequence with respect to a filtration \( (\mathcal{F}_i)_{i=1}^n \), then for each integer \( n \) and each positive \( x \),

\[
P \left\{ \sum_{i=1}^n d_i \mid x \right\} \leq c_1 \sum_{i=1}^n \int_0^1 P \left\{ |d_i| > xu c_2 \right\} w^{q-1} du \\
+ c_1 \int_0^1 P \left\{ \left( \sum_{i=1}^n E \left[ |d_i|^p \mid \mathcal{F}_{i-1} \right] \right)^{1/p} \mid x u c_2 \right\} w^{q-1} du.
\]

(A.1)

The next Proposition gives a control of the maximal function involved in the strong law of large numbers. A control on the \( r \)-th moment for \( r < p \) was obtained
in the proof of Theorem 4.1 in Woyczyński (1982). The control on the weak-$L^p$-moment was explicitly established in Cuny (2015), p. 324, under a stationarity assumption, but the proof works for martingale with identically distributed increments.

**Proposition A.2.** Let $(d_j)_{j \geq 1}$ be an identically distributed martingale differences sequence with respect to the filtration $(\mathcal{F}_j)_{j \geq 0}$. Then for all $1 < p < 2$,

$$
\left\| \sup_{n \geq 1} \frac{1}{n^{1/p}} \sum_{j=1}^{n} d_j \right\|_{p, \infty} \leq c_p \|d_1\|_p. \quad (A.2)
$$

**Proposition A.3.** Let $\ell \geq 1$ and $(X_j)_{j \geq 1}$ be a sequence such that $X_j = f \left( (\varepsilon_u)_{u=j-\ell}^{j+\ell} \right)$, where $(\varepsilon_u)_{u \in \mathbb{Z}}$ is i.i.d. and $X_1$ is centered. Then for all $1 < p < 2$,

$$
\left\| \sup_{n \geq 1} \frac{1}{n^{1/p}} \sum_{j=1}^{n} X_j \right\|_{p, \infty} \leq c_p \ell^{1-1/p} \|X_1\|_p. \quad (A.3)
$$

**Proof:** We first notice that

$$
\sup_{n \geq 1} \frac{1}{n^{1/p}} \left| \sum_{j=1}^{n} X_j \right| \leq \sum_{a \in [4\ell + 2]} \sup_{n \geq 1} \frac{1}{n^{1/p}} \left| \sum_{k=1}^{\left\lfloor \frac{n}{4\ell} \right\rfloor} X_{(4\ell+2)k+a} \right| \quad (A.4)
$$

and we apply Proposition A.2 to the sequences $(X_{(4\ell+2)k+a})_{k \geq 1}$ for all fixed $a \in [4\ell + 2]$.

The next Proposition give a control of the weak-$L^p$-norm of the maximum function involved in the bounded law of the iterated logarithms for partial sum of stationary sequences. When the involved sequence is i.i.d. and centered, this reduces to Théorème 1 in Pisier (1976). This can be extended to the context of the functional of $2\ell + 1$ i.i.d. random variables by the same method as in the proof of Proposition A.4.

**Proposition A.4.** Let $\ell \geq 1$ and $(X_j)_{j \geq 1}$ be a sequence such that $X_j = f \left( (\varepsilon_u)_{u=j-\ell}^{j+\ell} \right)$, where $(\varepsilon_u)_{u \in \mathbb{Z}}$ is i.i.d. and $X_1$ is centered. Then for all $1 < p < 2$,

$$
\left\| \sup_{n \geq 1} \frac{1}{\sqrt{n \LL(n)}} \sum_{j=1}^{n} X_j \right\|_{p, \infty} \leq c_p \ell^{1/2} \|X_1\|_2. \quad (A.5)
$$

**Lemma A.5** (Proposition 2 p. 1693 in Wang and Woodroofe, 2013). Let $Y$ be a real-valued random variable and let $\mathcal{F}$ and $\mathcal{G}$ be two sub-$\sigma$-algebra such that $\mathcal{G}$ is independent of the $\sigma$-algebra generated by $Y$ and $\mathcal{F}$. Then

$$
\mathbb{E} \left[ Y \mid \mathcal{F} \vee \mathcal{G} \right] = \mathbb{E} \left[ Y \mid \mathcal{F} \right]. \quad (A.6)
$$

Finally, the next lemma is well-known.

**Lemma A.6.** Let $Y$ and $Z$ be two independent random variables with values in $\mathbb{R}^d$. Let $f : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a measurable function. Then

$$
\mathbb{E} \left[ f(Y, Z) \mid \sigma(Z) \right] = g(Z), \quad (A.7)
$$

where $g : \mathbb{R}^d \to \mathbb{R}$ is defined by $g(z) = \mathbb{E} \left[ f(Y, z) \right]$.  
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