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Abstract. Let S = XX be the (unscaled) sample covariance matrix where X is a real p x n
matrix with independent entries. It is well known that if the entries of X are independent and
identically distributed (i.i.d.) with enough moments and p/n — y # 0, then the limiting spectral
distribution (LSD) of %S converges to a Marcenko-Pastur law. Several extensions of this result are
also known. We prove a general result on the existence of the LSD of S in probability or almost
surely, and in particular, many of the above results follow as special cases. At the same time several
new LSD results also follow from our general result.

The moments of the LSD are quite involved but can be described via a set of partitions. Unlike in
the i.i.d. entries case, these partitions are not necessarily non-crossing, but are related to the special
symmetric partitions which are known to appear in the LSD of (generalised) Wigner matrices with
independent entries.

We also investigate the existence of the LSD of Sy = AAT when A is the p x n symmetric or
the asymmetric version of any of the following four random matrices: reverse circulant, circulant,
Toeplitz and Hankel. The LSD of %S A for the above four cases have been studied in (Bose et al.,
2010) when the entries are i.i.d. We show that under some general assumptions on the entries
of A, the LSD of S4 exists and this result generalises the existing results of (Bose et al., 2010)
significantly.

1. Introduction

Suppose M,, is an n x n real symmetric random matrix (i.e., a matrix whose entries are ran-
dom variables) with (real) eigenvalues A1, Ag, ..., A,. Its empirical spectral measure is the random
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probability measure:

1
= ’I’Z;é}\“

where 6, is the Dirac measure at . The random probability distribution function, FM» known as
the empirical spectral distribution (ESD) of M,, is given by
M, 1 ¢
F'r(z)=— 1\ <ax).
@)= L1 <a)

The expectation of the above distribution function, denoted by E[F*], is a non-random distribution
function, and is known as the expected empirical spectral distribution (EESD). The corresponding
probability measure will be denoted by Epys,. The notions of convergence that are used in this
article are: (i) the (weak) convergence of the EESD Epuyy,, and (ii) the (weak) convergence of the
ESD p, (either in probability or almost surely (a.s.)). The limits in (i) and (ii) are identical when
the latter limits are non-random. In any case, any of these limits will be referred to as the limiting
spectral distribution (LSD) of {M,,}.

Now let X, be a p x n matrix with real independent entries {z;j, : 1 <i < p,1 < j <n}, where
p =pn),p/n =y € (0,00). The matrix S = XpoT will be called the Sample covariance matriz
(without scaling). Note that the entries of X, are not necessarily identically distributed, and they
do not necessarily have identical variances. We will also be interested in the matrix Sy = ApA;;F
where A, is any one of the p x n patterned matrices, namely reverse circulant, circulant, Toeplitz
and Hankel, with entries that are real and independent.

We explore the existence of the LSD of S and S4 under suitable conditions on the entries of
X, and A,. The motivation to work on these problems, along with a brief discussion to relate our
results with the models and results that already exist in the literature are given below. Our two
main theorems, namely Theorems 2.1 and 2.4, are given in Section 2.

(a) The S matrix is arguably one of the most important matrices in random matrix theory with
varied applications in physics, statistics and other areas. There have been several works regarding
its LSD. When the entries of X, are i.i.d. with mean zero and finite fourth moment, (Marcenko
and Pastur, 1967) first established the LSD of %S and this LSD has been named the Marcenko-
Pastur (MP) law. Subsequent works by (Grenander and Silverstein, 1977), (Wachter, 1978), (Yin,
1986), (Belinschi et al., 2009), investigated the existence and properties of the LSD under varied
assumptions on the entrles. In these works the distribution of the entries of X, remain unaltered
for every n.

It is natural to ask what happens when the distribution of the entries depend on n and/or the
entries are not identically distributed. The convergence of the ESD of —S when the entries of
X, are i.i.d. with heavy tails, and a, is a sequence of Constants related to the tail probability of
the entry distribution, was proved in (Belinschi et al., 2009). There, an appropriate truncation of
the variables at levels that depend on n was crucial in the arguments. Thus it becomes relevant to
probe the case where the distribution of the entries of X, is allowed to depend on n, not just due
to a scaling constant that depends on n, but where a genuine triangular sequence of entries is used.

Such a model was already considered by Zakharevich (Zakharevich, 2006) for the (symmetric)
Wigner matrix. For any distribution F', let i (F") be the kth moment of F'. Consider a generalized
Wigner matriz W,, whose entries are {x;j,;1 < i < j < n} (with xj;, = ;) with distribution
G, for every fixed n. Assume that,

lim Br(Gn)

=00 nk/2=1 8, (Gy )k/2

= gk, say, exists for all k > 1. (1.1)
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Then she proved that the ESD of % converges in probability to a distribution p,.; that
depends only on the sequence {gor}. LSD of Wigner matrices with general independent triangular
array of entries were explored in (Bose et al., 2022). They found that a class of partitions, the
special symmetric partitions, play a crucial role in the moments of the LSD.

Matrices whose entries satisfy conditions like (1.1), are referred to as matrices with exploding
moments and have been considered by several authors ((Benaych-Georges and Cabanal-Duvillard,
2012), (Male, 2017), (Noiry, 2018), (Zitelli, 2022)). In particular, the S matrix with exploding
moments have been studied in Theorem 3.2 of (Benaych-Georges and Cabanal-Duvillard, 2012),
Proposition 3.1 of (Noiry, 2018), and Theorem 1 of (Zitelli, 2022). Moreover, formulae for the
moments of the LSD have been provided, using free probability theory and graph theory respectively.

We establish LSD results for the S matrix (see Theorem 2.1) where the distribution of any entry is
allowed to be dependent not only on n but also on its position in the matrix. We describe a formula
for the moments of the LSD using certain partitions. We relate these moments not only to the ones
that have appeared in (Benaych-Georges and Cabanal-Duvillard, 2012) and (Noiry, 2018), but also
to the limiting moments in the (generalised) Wigner case ((Zakharevich, 2006), (Bose et al., 2022))—
under our assumptions, only the class of special symmetric partitions contribute to the moments.
Incidentally, the moment method that we use, cannot yield the LSD for non-symmetric matrices,
see for example, (Bordenave and Chafai, 2012).

In Section 3, we provide some simulations to show a glimpse of the various distributions that can
appear as the LSD. In Section 4.2, we discuss how Theorem 2.1 brings the various results such as
(Mar¢enko and Pastur, 1967), (Belinschi et al., 2009), (Benaych-Georges and Cabanal-Duvillard,
2012), (Noiry, 2018), (Dykema and Haagerup, 2004) etc., under one umbrella, as well as generates
some new results. As a special case of Theorem 2.1, the ESD of S with sparse entries converges a.s.
(see Section 4.2.4), and we relate this LSD to the free Poisson and Poisson distributions. Matrices
with variance profile also come under our purview (see Section 4.2.5) and again, under suitable
assumptions, the a.s. convergence of the ESD of S holds.

(b) Let us now consider the matrix Sy = ApAg where A, has one of the following patterns:

T B S ro X1 Xy o Tpol
1 xo 1 ot Tp-2 T1 Z T1 o Tp—2
T() — | 22 Ty To o Tpe3 | T=| T2 1 To o Tn-3|
| Tp—1 Tp—2 Tp-3 ~*° TLip—n|| | Tp—1 Tp—2 Tn-3 *°° Tp—n|
9 T3 T4 ot T4l €2 r—3 T4 - x—(n-i-l)
x3 T4 Ts5 ot Tp42 3 Ty Tos 0 T_(n42)
HS = | 24 x5 Te v Tng3|, H=| T4 x5 Te ot T_(ng3)|
| Tp+1 Tp+2 Tn43 -~ Tptn | | Tp+1 Tp+2 Tp+3 L (p+n)
Zo T1 X2 e Tn—1
T1 Ty X3 - Zo

T(p—)mod n """ 0 L(p—2)mod n
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o Ty T2 v Tn—1
T_q To T3 - g
_ T_ T_3 Ty - T
R = 2 3 T4 1 ,
xf(pfl)mod n T x(pf2)m0d n
Lo L I 1
71 ro x1 - T2
o) = T2 1 o - x3 ’
[ Tn/2—|n/2—p=1]| " 0 7 Tn/2—|n/2—|p—n]| ]
Zo ry X2 Tn—1
71 ro Tl - Tp_2
C = Z2 Iy xo - Tn—3
[X(p—1)(mod n) “*° " " T(p—n)(mod n) |

We have dropped the suffix p here for ease of reading. The matrices T ), H®) R and C®) are
the rectangular versions of the symmetric Toeplitz, Hankel, reverse circulant and circulant matrices
where the (i, 7)th entry is equal to the (j,4)th entry whenever 1 < i,5 < min(p,n). The matrices
T,H, R and C are the asymmetric versions of these matrices. These matrices can also be described
via link functions (see Section 5.1). (Bose et al., 2010) showed that when the entries of A, come
from a single i.i.d. sequence with mean zero and variance 1, the ESD of %S 4 converges a.s. to a
non-random probability distribution. We generalise this result by allowing the distribution of the
entries to vary with n as well as with their positions in the matrix.

Such a model for symmetric patterned matrices such as reverse circulant, circulant, Toeplitz and
Hankel was considered in (Bose et al., 2021).

Under assumptions on A, similar to those used for X, the EESD of S4 converges. In particular,
this convergence holds for the special cases when A, is a triangular, a band or a block matrix, has
a variance profile or is a matrix with exploding moments. Illustration of the variety of distributions
that appear as the LSD of 54 is given in Section 3.

Theorem 2.4 claims the convergence only of the EESD. The a.s. or in probability convergence of
the ESD to a non-random probability measure is not true in general. Simulation given in Figures
6.2 and 6.3 confirm this. This is very different from the case of the S matrix. In particular for the
sparse case, the ESD does not converge to a non-random limit. This is similar to the phenomenon
observed by Banerjee and Bose (2017) for certain symmetric patterned sparse random matrices. Of
course, as mentioned above, in special cases the a.s. convergence can hold, see (Bose et al., 2010).

We find some relationships between the LSDs of Sg(s), Sc, ST and Sy s). For instance, when the
entries are i.i.d. for every n and have exploding moments, the LSDs of St and Sy, are identical;
so are the LSDs of S¢ and Sg(s). In Section 5.3, we discuss the connection of our theorem to some
existing results.

2. Main results

The notion of multiplicative extension is required to describe our results. Let [k] :={1,2,...,k}
and let P(k) denote the set of all partitions of [k]. Let P2(2k) be the set of pair-partitions of [2k].
Suppose {cx, k > 1} is any sequence of numbers. Its multiplicative extension is defined on P(k),
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k > 1 as follows. For any o € Py, define

Co = H v
V' is a block of o
Consider the matrix S = Xng , where the entries of X, are given by the bi-sequence {z;;,}. We
drop the suffix n and p for convenience wherever there is no scope for confusion. For any real-valued
function g on [0, 1], ||g|| := supg<y<1 |g(z)| will denote its sup norm. We introduce the following
assumptions on the entries {z;;}.

Assumption A. There exists a sequence {t,} with t,, € [0, c0] such that
(i) For each k € N,

nE [xzzjklﬂmzﬂﬁtn}] = 92k,n (57 %) for 1<i<pl<j<mn, (2°1)

lim n%  sup E [x%_ll{‘x,,‘q }} =0 foralla <1, (2.2)
n=e0 | 1<i<pl<j<n L 7 V=
where {gok., } is a sequence of bounded Riemann integrable functions on [0, 1]2.
(ii) The functions gag,(-),n > 1 converge uniformly to goy(-) for each k£ > 1.
(ili) With Moy = ||gakll, Mag—1 = 0 for all k > 1, the sequence oy = >, cp(or) Mo satisfies
Carleman’s condition,
L
Z a%% = 0.
k=1

All of these conditions are naturally satisfied by well-known models such as, the standard i.i.d. case
where the entries of X are f/% with {z;;} being i.i.d. with zero mean and finite variance, and the

sparse case where entries of X are i.i.d, Ber(py,) with np, — A\ > 0, for every n. We will discuss
this in more details in Section 2.1. Now we state our first result.

Theorem 2.1. Let X be a p x n real matriz with independent entries {z;jn;1 <i<p,1 <j<n}
that satisfy Assumption A and p/n — y € (0,00) as n — oco. Suppose Z is the p X n real matric
whose entries are yij = Tijlyz,;|<¢,)- Then

(a) The ESD of Sy = ZZT converges a.s. to a probability measure u say, whose moments are

determined by the functions {gor }x>1 (as described in (4.35)).
(b) Moreover, if

I , y
EZ Z x?j1{|zij|>tn} — 0, a.s. (or in probability), (2.3)
i=1 j=1
then the ESD of S = X X7 converges a.s. (or in probability) to the probability measure p
given in (a).

Since the distribution of the (i,j)th entry of X can depend on n as well as i, 7, the limiting
moments are more involved than the i.i.d. case. These moment formulae are thus developed during
the proof and are given in (4.35).

Remark 2.2. While the M P, law has bounded support, that is not necessarily the case for pu
in Theorem 2.1. Suppose the entries of X satisfy Assumption A. Let for every m > 1, fo,(x) =

me(.’E)

m!

t
f[O,I] 9om(x,y) dy. Now suppose that there exist an m > 1 such that %gg /[0 ; ( ) dx=c>0.
Then the LSD p in Theorem 2.1 has unbounded support. ’

This has implications on the partition description of moments. As is known, the moments of M P,

can be described via the set of non-crossing pair partitions. In the present case, these partitions
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are not enough to describe u and we need a much bigger set of partitions. This will be discussed in
details later in Section 4.3.

Remark 2.3. It is known that if Y follows the M P; law and Y’ follows the semi-circle law, then

Y 2 v72. A similar result holds for w. Suppose p/n — 1, and the entries of X satisfy Assumption
A and (2.3). Then the ESD of S converges a.s. to a probability distribution p as given in Theorem
2.1. At the same time, consider the (generalised) Wigner matrix (i.e., a symmetric matrix) with
independent entries {x;; ;1 <1 < j < n} that satisfy the conditions (similar to Assumption A here)
of Theorem 2.1 in (Bose et al., 2022). Then its ESD converges a.s. surely to a symmetric probability
measure 4’. The two measures p and p’ are connected. Suppose Y and Y’ are two random variables
such that Y ~ pand Y/ ~ g/, If {gor }x>1 are symmetric functions, i.e., gor(x,y) = gox(y, x) for all

x,y € [0,1], then, Y 2y Thisis proved in Section 4.3.1.

Now, we shall consider the matrices S4, where the entries of A, are constructed from the sequence
of random variables {x; ,; —(n +p) < i < (n+p)}. We will denote A, by A and write z; for z; .
Recall that as p,n — oo, p/n — y € (0,00).

Assumption B. Suppose there exists a sequence {t,,} with ¢, € [0, c0] such that
(i) for each k € N,

1 .
nE {x?kl{\xi\gtn}] = f2kn<g) for —(n+p) <i<n+p, (2.4)
nlgrgo na0<st<1p X E [w?k_ll{‘xi‘gtn}] =0 forall a <1, (2.5)
<i<n—

where { fi ;0 < k < n} is a sequence of bounded and integrable functions on [—(14y), 1+y].
(ii) For each k > 1, forn,n > 1 converge uniformly to a function fo .
(iii) Let Moy = ||fox|| (where || - || denotes the sup norm) and My;—1 = 0 for all £ > 1. Then
ap = ZaeP(Zk) M, satisfy Carleman’s condition,

oo

2
E :a2k
k=1

As we will see in Section 5.3, these assumptions are naturally satisfied by various well-known models.
Now we state our second result.

?s-"“

= Q.

Theorem 2.4. Suppose A is one of the eight rectangular matrices T, T, H®) H, R®) R C®) C
described in Section 1, with entries {x;} which are independent and satisfy Assumption B. Let Z
be the p X n (truncated) matriz with entries y; = T11{|z|<t,y- Then the EESD of Sz, = ZAZ£
converges weakly to a probability measure g say, whose moment sequence is determined by the
functions for,, k> 1, in each of the eight cases. Further if

> Elzi >0, = 0, (2.6)
!

then the EESD of Sy = AAT also converges weakly to 4.

Remark 2.5. The a.s. or in probability convergence of the ESD to the limit p4 does not hold in
general. The reason is that, unlike X for the S matrix, where each entry appears exactly once,
there is a significant structural dependence among the entries of A, and each entry appears O(n)
times. Simulations given in Figures 6.2 and 6.3 also confirm the non-convergence in the a.s. sense.
In particular there is no a.s. convergence in the sparse case. A similar phenomenon occurs for the
sparse symmetric patterned matrices (see (Banerjee and Bose, 2017)). However, a.s. convergence
can hold in special cases, for example in the fully i.i.d. case.
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Remark 2.6. In the fully i.i.d. case (both for S and S4 matrices), if the entries are complex random
variables, many of the arguments in the real case continue to hold since only the first two moments
are involved. Indeed, it is known that due to cancellations, some of the arguments are actually
easier. However, in the present case, due to Assumptions A and B, the higher moments are involved
too and that leads to substantial additional difficulties, and we decided to restrict attention to only
the real case. The complex case can be pursued in future.

3. Simulations

The LSDs cannot be universal and a variety of limit distributions are possible. In Figure 6.1, we
see the diversity of the LSDs for the S matrix. Moreover, even though pg converges a.s. to u, as
noted in Remark 2.5, pg, does not converge a.s. to p4 in general. However, the a.s. convergence
can hold in special cases. For instance when the entries of A are \‘% with ;s i.i.d. with mean

zero finite variance, then it is well-known that the ESDs of S4 do converge a.s. to non-random
probability measures (see (Bose et al., 2010)). Figure 6.2 and 6.3 illustrates that a.s. convergence
of ps, holds when the entries of A are N(0,1)//n, and fails when the entries of A are Ber(3/n)
for every fixed n. Since the entries of A need to be only independent, matrices with variance profile
serve as natural examples in demonstrating the diversity of the limit distributions. In Figure 6.4
we give some simulated 15, when A obeys a variance profile.

4. Details for the S matrix

We begin with some preliminaries that are required in the proofs in Section 4.1. Then in Section
4.2, we discuss how Theorem 2.1 is applicable when specific features such as i.i.d, heavy-tails,
triangular (size dependent entries), sparsity, variance profile are present in the model. We give a
detailed proof of Theorem 2.1 in Section 4.3. Finally, in Section 4.4 we connect our moment formula
for the LSD with the moment formulae known in the literature that are based on hypergraphs and
words.

4.1. Preliminaries. We first briefly introduce the language of link functions, circuits, words etc. in
the context of the S matrix that we shall use heavily. For more details of these concepts, please
refer to Section 3 of (Bose et al., 2022) and Section 4 in (Bose et al., 2021).

Multiplicative extension: Let [k] denote the set {1,2,...,k} and P(k) denote the set of all
partitions of [k]. Suppose {cp}n>1 is any sequence of real numbers. Its multiplicative extension is
defined on the set of all partitions P(k) of [k], k > 1 as follows. For any partition o € P(k), define

co=]Tew

where the product is taken over all blocks V' of the partition o and |V| denotes the cardinality of
the set V.

Link function: The link function for S is given by a pair of functions as follows.
L1(i,j) = (1,5) and  L2(i,j) = (j,19).

Circuits and Words: In case of the S matrix, a circuit 7 is a function 7 : {0,1,2,...,2m} —
{1,2,3,...,max(p,n)} with 7(0) = 7(2m) and 1 < 7(2i) <p,1 <7(2i —1) <nfor 1 <i<m. We
say that the length of 7 is 2m and denote it by ¢(7). Next, let
(20 —1)=L1(7(2i — 2),m(2i — 1)),1 < i < k,
Ex(20) = L2(w (26 — 1), 7(2i)),1 < i < k.
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Then,

TL1(x(0),7(1)TL2(m(1),7(2) " " TL2(w(2k—1),7(2K)) = E[Yz], (4.1)

E[Tr(S%)] = E[ Tr(XX*)"]
m:l(m)=k m:l(m)=2k

k
where Y, = Hyfw(%_l)ygw(%).
i=1
From (4.1), observe that the kth moment of an entry of S involves the 2kth moment of the entries
of X. Hence the circuits that are required to deal with the kth moment of the S matrix are of
length 2k.

For any 7, the values Lt(w(i — 1),m(i)),t = 1,2 will be called edges or L-values. When an edge
appears more than once in a circuit 7, then it is called matched. Any m circuits 71,79, ..., Ty are
said to be jointly-matched if each edge occurs at least twice across all circuits. They are said to be
cross-matched if each circuit has an edge which occurs in at least one of the other circuits. Circuits
w1 and 7o are said to be equivalent if

L(my (i — 1),m1 (i) = Li(m1(j — 1), m1(j)) <= Lt(ma(i — 1), m2(i)) = Lt(ma(j — 1), ma(j)),t = 1,2.

The above is an equivalence relation on {m : {(7) = k}. Any equivalence class of circuits can
be indexed by an element of P(k). The positions where the edges match are identified by each
block of a partition of [k]. Also, an element of P(k) can be identified with a word of length k
of letters. Given a partition, we represent the integers of the same partition block by the same
letter, and the first occurrence of each letter is in alphabetical order and vice versa. For example,
the partition {{1,5},{2,3,4}} of [5] corresponds to the word abbba. On the other hand, the word
abcccaa represents the partition {{1,6,7},{2},{3,4,5}} of [7]. A typical word will be denoted by
w and its i-th letter as wi].

The class IIg(w): For a given word w, this is the set of all circuits which correspond to w. For
any word w, w(i] = w[j] < & (i) = &:(j)}. This implies

Lt(n(i — 1),7(i)) = Lt(w(j — 1),7(j)) ifi and j are of same parity, t = 1,2,
Lt(w(i —1),7(i)) = Lt'(x(j — 1),m(4)) ifi and j are of different parity, t,#' € {1,2},t #t.
Therefore the class IIg(w) is given as follows:
s(w) = {m wli] = wlj] & &) =& ()}

= {r il =wfj) & 70D T0)

(i — 1), 7(i (4.2)

N—
= |l
e
RS
— |
.
=
SN—
A5
b'/—\
| .
N—
?—‘\—/
N~—
SN—
)
=
—

From (4.1) observe that,

K=

k
.1 k 1 .
Jn SRS =l o D B =Jm ) )
ml(m)=2k b=1 w matched of length 2k

with b distinct letters

> E(Yr). (43)
mellg(w)

Note that all words that appear above are of length 2k. For every k > 1, the words of length 2k
corresponding to the circuits of S and generalised Wigner matrix, W, are related (see Observation 1
below). We will find a connection between the kth moments of the LSD of S and 2kth moments of
the LSD of the generalised Wigner matrix. We will also discover that the partitions that contribute
to the latter plays a crucial role in the former.
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Let Lw(i,7) = (min(é, j), max(i,j)) denote the link function of the Wigner matrix. For words
corresponding to Lyy, the class Iy (w) is given by

My (w) = {7 : wfi] = w[j] & Lw(x(i 1),

m(
I (m(i —1),7(i))
— {W.W[Z] =wlj] & (m(i —1),7(2)

) = Lw(x(j = 1), 7() }

= (7(j = 1),7(4)) or
) = GG )
Next, we make a key observation about IIg(w) and Iy (w).

Observation 1: Let ﬁW( ) be the possibly larger class of circuits for the Wigner Link function
with range 1 < 7(i) < max(p,n),0 < i < 2k. Then for a word w of length 2k,

g(w) C My (w). (4.5)

Now we recall the definition of special symmetric words from (Bose et al., 2022). Towards that,
we first define the following:

Pure block of a word: Any string of length m (m > 1) of same letter in a word will be called a
pure block of size m. For example, in the word aabcddddeeebd, a, d and e appear in pure blocks of
sizes 2, 4 and 3 respectively.

Special Symmetric word: A word w is special symmetric if between two successive appearances
of any letter, each of the other letters can appear an even number of times.

For example, abbccaabba is a special symmetric word of length 10 with 3 distinct letters. Notice
that between successive appearances of a, b and ¢ appear even number of times. Again, between
successive appearances of b, a and ¢ appear even number of times. It is to be note that this is a
crossing word.

abcabc is not a special symmetric word as between two successive appearances of a, b and ¢ appear
odd number of times.

This definition first appeared in (Bose et al., 2022) with the following additional conditions:
(a) between successive appearances of any letter, each of the other letters can appear even number
of times,

(b) the last new letter appears in pure blocks of even sizes, and

(c) each of the other letters appears an equal number of times in the odd and even positions.
Later in (Pernici, 2021), the author showed that Condition (a) actually implies both Conditions (b)
and (c).

We denote the set of all special symmetric partitions of [k] by SS(k), and its subset where each
partition has b distinct blocks by SS,(k). Clearly SS(k) = 0 when k is odd. Let P2(2k) and
NC5(2k) be respectively the set of pair-partitions and non-crossing pair-partitions of [2k]. Then it
is easy to check that

(SS(2k) N Pa(2k)) = NCy(2k) C SS(2K). (4.6)

Next, recall the definition of generating and non-generating vertices from (Bose et al., 2022) and
(Bose et al., 2021).

Definition 4.1. If 7 is a circuit then any 7 (i) will be called a vertex. This vertex is generating if
i = 0 or wli] is the first occurrence of a letter in the word w corresponding to m. All other vertices
are non-generating.

For example, for the word abbc, w(0),7(1),m(2) and w(4) = 7(0) are generating. For the word
aaaa, (0) and (1) are generating.
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Even and odd generating vertices: A generating vertex 7 (i) is called even (odd) if i is even

(odd). Any word has at least one of each, namely 7(0) and 7(1). So for a matched word with

b(< k/2) distinct letters, there can be (r 4+ 1) even generating vertices where 0 <r <b— 1.
Observe that

s(w)| = [{(x(0),7(1),...,7(2k)) : 1 < 7(20) < p,1 <m(2i —1) <mfori=0,1,...,k,
7(0) = m(2k), & (i) = & () if and only if w[i] = wj]}|, (4.7)

where | A| denotes the cardinality of A. Circuits corresponding to a word w are completely determined
by the generating vertices. m(0) is always generating, and there is one generating vertex for each
new letter in w. So, if w has b distinct letters then it has (b + 1) generating vertices. Hence the
growth of |IIg(w)| is determined by the number of generating vertices that can be chosen freely.
For some words, depending on the link function and the nature of the word, some of these vertices
may not have a free choice, that is, some of the generating vertices might be a linear combination
of the other generating vertices. In any case, as p/n — y > 0,

Ig(w)| = O(P " n®") whenever w has b distinct letters and (r +1) even generating vertices.
(4.8)

The existence of

s (w)]

T (4.9)

for every word w is tied very intimately to the LSD of S. To see this observe that if the variables
are centered (see (4.1)),

lim lIE[Tr(SZ)k] — lim ~ > E[Yi]

p—oo N, n—oo P

=Jim > >

b=1 w matched
with b distinct letters

k
= Jim > >

b=1 r=0 w matched
with b distinct letters
and (r+1) even generating vertices

K=

> E(Yr)
WEHs(w)

T

> E(Ya). (4.10)
mellg(w)

As the entries x;; are independent, E[Y;] = H?:l E[m’(ilr(l_l) w(l))]’ where (7w(l — 1),7(l)) denotes
the distinct L—values corresponding to each distinct letter in w and k;,1 < [ < b denotes the
number of times the L—value (w(l — 1), 7(l)) appears in w. Now from (4.8), it can be seen that

limy, 00 Eﬁfﬁ,’l determines whether or not all generating vertices of w have free choice. The

words that have free choice for all of its generating vertices will contribute positively to the limiting

moments. Therefore, from (4.10), it is easy to see that lim,, pﬂslfl‘*;l will determine when w can

have a positive contribution to the limiting moments.
In the next section, we identify for which words the above limit is positive for S.

We shall use the the Lévy metric. Let F' and G be two distribution functions. Then the Lévy
distance between F' and G is given by

L(F,G)=inf{e: F(x —€) —e < G(z) < F(x +€) + €}.

It is well-known that if {,} and p are probability measures, then as n — oo, L(pn, ) — 0 implies
Uy, converges to p.

The next lemma is a well-known result that is useful in the proof of Theorem 2.1. For a proof
see Corollary A.42 in (Bai and Silverstein, 2010).
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Lemma 4.2. Suppose A and B are real p x n matrices and F54 and F5B denote the ESDs of AAT
and BBT respectively. Then the Lévy distance, L between the distributions F°4 and F5B satisfy
the following inequality:
2
LYFA FB) < F(Tr(AAT + BBT))(Tr[(A — B)(A — B)T)). (4.11)
Next, we state the following elementary result that helps us conclude the a.s. convergence of the
ESD of matrices. See Section 1.2 of (Bose, 2018) for a proof.

Lemma 4.3. Suppose A, is any sequence of symmetric n X n random matrices such that the
following conditions hold:

(i) For every k>1, LE[Tr(A,)* = ay as n — oo.
(i) Z —E[Tr(AF) — E(Tr(A*))* < oo for every k > 1.

(iii) The sequence {ay} is the moment sequence of a unique probability measure L.
Then 14, converges to i weakly a.s.

Condition (i) and (ii) of Lemma 4.3 will be referred to as the first moment condition and the
fourth moment condition, respectively.

4.2. Relation to existing results on the S Matriz. In this section we discuss S matrices where the
entries of the matrix X are— (a) fully i.i.d. with finite mean and variance (Section 4.2.1), (b) fully
ii.d. with heavy tails (Section 4.2.2), (c) triangular i.i.d. (Section 4.2.3), (d) sparse i.e., i.i.d.
Ber(py) (Section 4.2.4) and (e) have non-trivial variance structure (Section 4.2.5).

4.2.1. I.I.D. entries with finite mean and variance. Suppose X = ((x;;/+/n)) where {z;;} are
i.i.d. with distribution F' which has mean zero and variance 1. It is known that pg converges a.s.
to M P,. For a brief history and precursors of this result, see (Bose, 2018) and (Bai and Silverstein,
2010). Here, we show how this result follows as a special case of Theorem 2.1.

First, let us verify that the conditions of Assumption A are satisfied in this case. Towards that,
let t, = n~ /3. Using the same line of reasoning as in Section 5.1 (a) in (Bose et al., 2022), it follows
that go = 1 and gop = 0,k > 1. Thus My = 1, My, = 0,k > 2 (see (iii) in Assumption A) and
ag = Zoep(%) 1 clearly satisfies Carleman’s condition. Now for any ¢ > 0,

1
*Z (243/v)* Lo, yise)] = Z 23 Ly 1>ty

1,7

1
< np Z $?j[1[\xij\>tﬂ for all large n,
i?j

ﬂ) E [$%1 [1[|1711|>t]H :

As E[z2,] = 1, taking ¢ to infinity, the above limit is 0 a.s. Hence applying Theorem 2.1 and using
formula (4.35), the ESD of S converges a.s. to p whose k—th moment is given by

k—1
T
g Yy = g E Y. (4.12)
r=0 T€S Sy (2k) TeNC2(2k)
with (r+1) with (r+1)
even generating vertices even generating vertices

The last equality follows from (4.6). Now the number of pair-matched words of length 2k with r+1
even generating vertices is shown to be - +1 (k) (k 1) in Theorem 5(a) of (Bose and Sen, 2008). Hence
the rhs of the above equation reduces to the kth moment of the M P, law. Hence pg converges to
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the M P, law a.s. More details about how NC5(2k) and NC(k) play crucial parts in describing the
moments of the M P, law can be found in Lemma 8.2.2 and Remark 8.2.1 in (Bose, 2021).

4.2.2. Heavy-tailed entries. Suppose {z;;,1 < i < p,1 < j < n} are i.id. with an a-stable
distribution (0 < o < 2) and n/p — v € (0,1]. Let X = ((x;/a,)) where

1
ap, = inf {u Pl > u] < ;?}

The existence of LSD of S has been proved in (Belinschi et al.; 2009) using Stieltjes transform.
Theorem 2.1 may be used to give an alternative proof. We recall that for the Wigner matrix with
heavy tailed entries, a proof using truncation and moments is available in (Bose et al., 2022). That
proof can be easily adapted here. For a fixed constant B, let X8 = ((%1[\x¢j\§3a]))~ Then X2
satisfies Assumption A. Hence from Theorem 2.1, the ESD of S® = XB(XB)T converges a.s., to
say up. The rest of the arguments are as in Section 5.2 of (Bose et al., 2022). Thus pg converges
to fi in probability and yields the convergence in Theorem 1.10 of (Belinschi et al.; 2009).

4.2.3. Triangular i.i.d. (size dependent matrices). Suppose {z;j,;1 <i<p,1<j<n}isa
sequence of i.i.d. random variables with distribution F,, that has finite moments of all orders, for
every n. Also assume that for every k > 1,

nBe(Fn) = Ck (4.13)

where (i (F),) denotes the kth moment of F,,. Suppose {0,C5,0,Cl4,...} is the cumulant sequence
of a random variable T such that its moment sequence satisfies Carleman’s condition.

n
Remark 4.4. The condition (4.13) is equivalent to the statement that Zaiv”’ where a; 5, are i.i.d.
i=1
F,, converges to some limit distribution F', whose cumulants are {Cy}. In particular, if F'is infinitely
divisible, then the existence of such variables {a;,} are guaranteed. See, p.766 (Characterization
1) in (Bose et al., 2002). Sample Lévy Covariance ensemble in (Zitelli, 2022) serves as a specific
example of such matrices.

Let X = ((z4j)) and p/n — y > 0. Condition (4.13) implies that Assumption A holds with
t, = oo and gop, = Coi, k > 1. Therefore by Theorem 2.1, ug converges a.s. to p with moments

k—1
CAMEDY e (4.14)

r=0 weSS(2k)

with (r+1)

even generating vertices
We now show how Theorem 3.2 in (Benaych-Georges and Cabanal-Duvillard, 2012) and Propo-
sition 3.1 in (Noiry, 2018) can be deduced from Theorem 2.1. So, suppose the entries of X are i.i.d.
with distribution pu, that has mean zero and all moments finite, and

lim Bk(ﬂn) — ¢
n—r00 nk/2-1 By (1, ) /2 k>

say, exists for all k > 1.

The LSD of S = X X7 when c,lc/ Fis bounded, was considered in Theorem 3.2 of (Benaych-Georges
and Cabanal-Duvillard, 2012) and Proposition 3.1 of (Noiry, 2018). Clearly Assumption A is sat-
isfied with t, = 0o, go = 1 and g9, = Coi, k > 2. Hence Theorem 2.1 can be applied, and the
resulting LSD, say, © has moments as in (4.14). In Section 4.4, we shall verify that this LSD is the
same as those obtained in the above references.

Connection to the limiting moments of the generalised Wigner matrices: Suppose the
entries are triangular i.i.d. that satisfy (4.13). As observed above, gor, = Cok, k > 1. Hence Remark
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2.3, applies and hence X 2 y2 where X ~ w, Y ~ ' pand p are the LSDs of the S matrix and
the generalised Wigner matrix respectively.

4.2.4. Sparse S. A well-studied sparse matrix model is where the entries of X have Bernoulli
distribution with parameter p,, such that np, — A > 0. Thus, (4.13) holds with Cy = A for all
k > 1. Hence by Theorem 2.1 pg converges a.s. to u whose moments are (see (4.14)):

Z > y AT (4.15)

weSS(2k)
with (r+1)

even generating vertices

Explicit description of p is not available. However, we can say the following. Let F(2k) (and
NCE(2k)) be the set of partitions (and non-crossing partitions) whose blocks are all of even sizes.
Then it is easily seen that NCE(2k) C SS(2k) C E(2k). Therefore we have the following:

Case 1: y < 1. Then from (4.15)
S )l <Be(w) < Do AL (4.16)
TENCE(2k) TEE(2k)
Case 2: y > 1. Then from (4.15)
Yoo A< < D ) (4.17)
TENCE(2k) TEE(2k)

Now suppose P;(7) is a free Poisson variable with mean « and P»() is a Poisson variable with
mean . Let Y be a random variable which takes value 1 and —1 with probability % each. Suppose
Y is independent of Pj(vy) and Ps(7). Consider Q1(y) = P1(7)Y and Q2(vy) = P2(7)Y. Then the
moments of Q1(7y) and Q2(y) are give as follows:

0 if k£ is odd ,
E[Q?(V)] = Z 7‘”' if k is even . (4.18)
reNCE(k)
if k£ is odd ,
E[Q'S(v)] = Z ’y if k is even . (4.19)
r€E(k)

Hence (4.16) and (4.17), can be rewritten as

E[(Q1(My))**] < Br(p) < E[(Q2(N\)**] for every k > 1,y <1, (4.20)
E[(Q1(N)**] < Br(p) < E[(Q2(A\y))**] for every k > 1,y > 1. (4.21)

Thus the LSD of S lies between the squares of compound free Poisson and compound Poisson
distributions in the above sense.

4.2.5. Matrices with a variance profile. The S matrix, where the entries of X are independent
but not necessarily identically distributed have been considered in (Yin, 1986), (Lytova and Pastur,
2009) and (Bai and Silverstein, 2010). A common theme has been to assume that the entries have
equal variances. Works such as (Hachem et al., 2006), (Zhu, 2020), (Jin and Xie, 2020) drop this
assumption and study the bulk distribution of the eigenvalues. Recently the local laws of such
matrices with unequal variance structure was studied in (Alt et al., 2017). We now show that if X
has a suitable variance profile, then pug converges a.s. We consider two profiles.
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In the first, X has a discrete variance profile so that X = ((y;; = 04j245));1 <i < p,1 < j < n}
where {z;;} are i.i.d. random variables and {o;;} satisfy certain conditions. A similar model for
the Wigner matrix was considered in Result 5.1 of (Bose et al., 2022). We state a similar result for
S whose proof uses arguments similar to the proof of Theorem 2.1 and Result 5.1 in (Bose et al.,
2022), and we omit the details.

Result 4.1. Consider the matrix X with entries {yi = Jiu% . ] < §< p,1 < j < n} that are

Vn Vn
independent and satisfy the following conditions:
(i) Exjj = 0 and E[z7;] = 1.
(ii) o4 satisfy the following:
1 n
2
sup |— 0% ; —1| =0 asn — oo. 4.22
192;0 n Z Y ' (4.22)

o e L
(iii) lim 2 ZE[QJZZJ‘]IH»WIM\/H] = 0 for every n > 0.
'7j

n—oo

Then the ESD of S converges a.s. to the M P, law, where 0 < y = limp/n.

Remark 4. 5 Theorem 1.2 in (Jin and Xie, 2020) states a similar result where (4.22) is replaced by

2l

Z o%ij — 1’ — 0. However, the proof of equation (2.6) there is not very clear.

Next, we consider a continuous variance profile. Suppose X = ((yijn = o(i/p,j/n)xijn)) where
{xijn} are i.i.d. for every fixed n and satisfy the conditions given in (4.13), and ¢ is a bounded
piecewise continuous function on [0, 1]2. Then pg converges a.s. to a symmetric probability measure
v whose kth moment is determined by o and {Cop, }1<m<2k-

To see this, note that {y;;,} satisfy Assumption A with gor, = 62Cy;. By Theorem 2.1, ug
converges a.s. to a probability measure v. The expressions for the moments of v are quite involved
and shall be given in Section 4.3 after the proof of Theorem 2.1. Incidentally, from those expressions,
it is evident that the contribution to the moment from distinct special symmetric partitions may
be different even when they have the same number of blocks and block sizes.

In (Hachem et al.,, 2006), the authors studied the ESD of YY1 where the entries of Y are
{% 1 <i<p,1<j<n} with {x;;} being centered i.i.d. variables that have variance 1
and E[z 4+6] < oo for some € > 0. The variance profile o2 is a continuous function on [0, 1]2. They

prove that when p/n — y > 0, the ESD of YY7' converges weakly a.s. to a non-random probability
distribution. Now, we will show that we can deduce this result from Theorem 2.1.
As ¢? is a continuous function on [0,1]%, we have ||o|| < ¢, where ¢ is a constant. Now using

this fact and the same arguments in Section 4.2.1, we have that the variables {%} satisfy
Assumption A with t, =n~13, gy = 02 and g, = 0,k > 2. Also (2.3) is satisfied similarly. Hence
from Theorem 2.1, the ESD of YY 7 converges weakly a.s. to a non-random probability measure p
whose moments are determined by o.

Consider the special case p = n, with X = ((y;; = o(i/n, j/n)zj)) with

1, xz<y,

0 otherwise,
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and {z;j;1 <14,j < n} are i.i.d. with mean zero and variance 1. Then X, equals

11 212 13 ' Tln
0 x220 w23 -+ @,

X, = ) . (4.23)
0 0 0 - xun

The spectral distribution of nlepX; was studied in (Dykema and Haagerup, 2004) in the Gaussian
case. Later, (Basu et al., 2012) studied the LSD of this and similar other models where the entries
are i.i.d. with mean zero and variance 1. If all moments of {z;;} are finite, then the a.s. convergence
of ug is immediate from Theorem 2.1. When only the variance is known to be finite, a truncation
argument similar to that given in Section 4.2.1, can be used. As a consequence, pg converges a.s.
to a non-random probability measure.

4.3. Proofs for the S matriz. As discussed in Section 4.1, the existence of lim,, z% is crucial
in finding the LSD of the S matrix. So we look into it first.

Lemma 4.6. Suppose w € SSy(2k) with (r + 1) even generating vertices (0 < r < k). Then,
{Hs(w)’ ~ pr-ﬁ-lnb—r'

Proof: We argue by induction on b, the number of distinct letters. If b = 1, then r = 0 and
w = aa---aa. Therefore 7(0) and 7(1) are the generating vertices and both can be chosen freely.
Thus, ‘Hg(w)‘ ~ pn. Now assume that the result is true upto b — 1. Then it is enough to
prove that if w has b distinct letters with (r + 1), (0 < r < b — 1) even generating vertices, then
|H5(w)‘ ~ pr+1nbfr_

First let 0 < r < b — 2. Suppose the last distinct letter of w, say, z appears for the first time
at the ith position, that is at (w(i — 1),7(7)) or (m(¢),m(i — 1)) (depending on whether 7 is odd or
even). Then z appears in pure even blocks. Let m (m even) be the length of the first pure block.
Then we have the following two cases:

Case 1: ¢ is odd. Then we have
m(i—1)=n(i+1)=---=n(i+m—1),
() =n(i+2)=--=n(i+m—2). (4.24)

Similar identities can be shown for all other pure blocks of z. Hence 7(7) can be chosen freely with
1 < 7(i) < n as it does not appear elsewhere in w other than the letter z. Let w’ be the word with
(b—1) distinct letters and (r+1) even generating vertices, obtained by dropping all zs from w. It is
easy to see that w' is a special symmetric word with (b— 1) distinct letters. Therefore, by induction
hypothesis, [TIg(w’)| ~ p b~ ("+1). Now as (i) is another odd vertex that can be chosen freely,
we have |IIg(w)| ~ pHinb=+bp = proipb=r,
Case 2: i is even. Then we have

m(i—1)=n(i+1)=---=n(i+m—1),

() =n(i+2)=---=n(i+m—2).

As in Case 1, the generating vertex m(i) can be chosen freely with 1 < 7(i) < p. As before, dropping
all zs from w leads to a special symmetric word w’ with (b—1) distinct letters and r even generating

vertices. Therefore, by induction hypothesis, ‘Hs(w’ )‘ ~ p"n~". Now as 7 (i) is another even vertex

that can be chosen freely, we have ‘Hg(w)} ~p bt = prtinb-r,

Now let » = b— 1. Then there are r 4+ 1 = b even generating vertices (one of them being 7(0)) and b
distinct letters in w. Therefore all letters except the first appear for the first time at even positions
in w. So, if z is the last distinct letter of w, then z appears for the first time at (7(i—1),7(7)) where
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i is even. Thus similar to Case 1, (4.24) holds and 7 (i) can be chosen freely with 1 < 7(i) < n.
If we drop all zs as before from w, then we get a special symmetrlc word w’ with (b — 1) distinct
letters and (b — 2) even generating vertices. Therefore, w')| & pPinb" (b=1) As 7 (i) is another
even vertex that can be chosen freely, we have {Hs(w) ~ pb 1np pn = p"TInb=" r =b—1. This
completes the proof of the lemma. O

Lemma 4.7. Let w be a word with b distinct letters and (r + 1) even generating vertices (0 < r <
b—1). Then

r+1
lim @)l _ {y ;W ESS2K) (4.25)

0, w ¢ SS,(2K).

noo mbtl

Thus, limy,_ p‘ﬂslgl‘*;yr =1 if and only if w is a special symmetric word.

Proof: First suppose w € P(2k) \ SSy(2k). Then from (4.5) and Lemma 3.1 and 3.3 in (Bose et al.,
2022), it is easy to see that

s (w)]

A e = O
If w e SSp(2k), then from Lemma 4.6, it immediately follows that lim,, oo |rff;,gf‘f)| =yt This
completes the proof of the lemma. O
Lemma 4.8. Let

QZA = [{(m1,m2, w3, m4) : £(m;) = 2k; 7, 1 < i < 4 jointly- and cross-matched with (4.26)
b distinct edges or b distinct letters across all (m;)1<i<4}|- (4.27)

Then there exists a constant C, such that,
Qha < CnPt? (4.28)

This was proved for the Wigner link function in Lemma 4.2 in (Bose et al., 2022). The arguments
in that proof can be used for the S link function here as 1 < 7(2i) <pand 1 < 7(2i — 1) < n, and
p and n are comparable for large n. We omit the details.

4.3.1. Proof of Theorem 2.1 and Remark 2.5.

Proof of Theorem 2.1 : (a) We make use of Lemma 4.3 and use the notion of words and circuits in
order to calculate the moments. We break the proof into a few steps.

Step 1: (Reduction to mean zero) Consider the zero mean matrix Z = ((yi5 — Eyi;)). Now

2k—1
n El(yi; — Eyij)zk] =n E| yw +n Z < ) y,] Eyz‘j)%_t- (4.29)

The first term of the r.h.s. equals go(i/p, j/n) by (2.1). The second term is tackled as follows:
For ¢ # 2k =1, n E[y] (Byy)* ™" = (n3 Eyy)?~" Elyly

n—oo

— 0, by condition (2.2).

For t =2k — 1, n B[y~ By, = (Vi B[y ") (Vi Eyyj)

n—oo

— 0, by condition (2.2).

Hence from (1.29), we see condition (2.1) is true for the matrix Z. Similarly we can show that (2.2)
is true for Z. Hence, Assumption A holds for the matrix Z.
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Now from Lemma 4.2,

L4(FS2, FS7) < p22(Tr(ZZT + 22T (7 - 2)(Z - 2)T)
2 1
<= (293 + (Byij)® — 293iByij) | { = D (Byij)* ). (4.30)
(2 ) 2 wr)

The second factor of the rhs in (4.30) is bounded by

n(sup Ey;;)* = (sup vnEy;;)> -+ 0 asn— oo by (2.2).
2 2
Now by Borel-Cantelli lemma it can be seen that %Z(yfj — E[yfj]) — 0 a.s. as p — oo (proof is
i,J
given in Section (). Also E[% > i yfj} — f[o 12 g2(z,y) dx dy. Hence,

P[{w;lim sup }1) nyj(w) =oo}| = 0.
p i

Therefore the first term of the rhs in (4.30) also tends to zero a.s. Hence, the LSD of Sz and S
are same a.s. Thus we can assume that the entries of Z have mean 0.
We will now verify the conditions (i), (ii) and (iii) of Lemma 4.3.

Step 2: (Verification of the fourth moment condition for Sz) Observe that

%E[Tr(ZZT)’“ — E(Tx(zZT)")* = i4 > E[L,(Ye — EYr)l. (4.31)
p p T1,72,73,74
If (7,9, w3, m4) are not jointly-matched, then one of the circuits has a letter that does not appear
elsewhere. Hence by independence and mean zero assumption, E[II}_;(Yy, — EYy,)] = 0. If
(71, 2, T3, m4) are not cross-matched, then one of the circuits say 7; is only self-matched. Then we
have E[Yz, — EYi;] =0. So again we have E[TL, (Yy, — EYy,)] =0.

So we consider only circuits (71, ma, 73, m4) that are jointly- and cross-matched. Here each circuit
is of length 2k, so the total number of edges (L— values) is 8k. As the circuits are at least pair-
matched, the number of distinct edges is at most 4k.

Suppose m; has k; distinct letters, 1 < i < 4 with k1 + ks + ks + k4 = b. Suppose the jth
distinct letter appears s; times across i, mo, m3,m4 and first at the ¢;—th position. Let b; and
by (b1 + ba = b) be respectively the number of even and odd s;’s, denoted by s;,, si,, ... ) Sip, and

Sip, 419 Sipg 125+ Sipy - Each term can then be written as

1 4k o —(b1) b1 ' » bi1+b2 by—(1-1/2) .
Ezp lp T H gsij’n(ﬂ-(zj - 1)/]),7‘('(2]')/”) H n "2 E[yﬂ(?m—l)ﬂ(im)]'
b=1 j=1 m=b1+1

We note that Gsi;n = Gsi, for all 1 < j < by. Therefore, the sequence ||gsij7nH is bounded by a

constant M;. Also as 2=0=12) -1 } (2.2), we have nbr(;;w)E[ Sim ]
J: ba » DY T yﬂ'(im_l)ﬂ(im)

for n large when by +1 < m < by + by. Let
M'= max (M, 1:1<t<b} and Mj= max{M"* : 1 < b < 2k}.
1+b2=
By (4.5) and Lemma 4.8, the number of such circuits that have b distinct letters (b =1,...,k) is
bounded by C;n?*2 for some constant C; > 0. Therefore with Cy = 3?72},

is bounded by 1

4k

;E[Tr(ZZT)k — E(Te(ZZ")M))* < CoMy> P2 =0(p 2.
bf

b+33
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This completes the proof of Step 2.

Step 3: (Verification of the first moment condition) By Lemma 4.3 and the previous step, it is now
1
enough to show that for every k > 1, lim —E[Tr(ZZT)*] exists, and is given by B(u') for each
n—oo p
k > 1. First note that, we can write (4.1) as

i Sz - S[L S > Emeg 33 D)

wGSSb (2k) mell(w wgSS(2k) mell(w)

w with b letters

=T, +T15. (4.32)

Suppose that w has b distinct letters and let 7 € IIg(w). Suppose the jth new letter appears at
the (m(i; — 1), 7(i;))—th position for the first time, 1 < j < b. Let D denote the set of all distinct
generating vertices. Thus |D| < (b+ 1).

Suppose w has b distinct letters but does not belong to SS(2k). Then from Lemma 4.7, |D| < b.
Hence w, and as a consequence, T5 has no contribution to (4.32).

Now suppose w € SSp(2k) with (r + 1) even generating vertices. By Lemma 4.7, w has (b+ 1)
distinct generating vertices. For each j € {1,2,...,b} denote (m(i; — 1),7(i;)) as (t;,1;). Then
t1 = m(0) and I3 = w(1). It is easy to see that any distinct (¢;,1;) corresponds to a distinct letter
in w. Suppose the jth new letter appears s; times in w. Clearly all the s; are even. So the total
contribution of this w to T} in (4.32) is:

pnb 2. Hgsj,n tj/p,1i/n). (4.33)

D j=1

Recall that there are (r 4 1) even generating vertices in D with range between 1 and p, and (b —r)
vertices (odd generating) with range between 1 and n. So as n — oo, (4.33) converges to

b
r o (T, 2L dz;. 4.34
?ng“%mﬂnx (131

€D

Hence we obtain

/[0 1o+t H gs; (w45, ;) H dx;. (4.35)

b=1 r=0 weSSb 2k) i€D

with (r+1)
even generating vertices

This completes the verification of the first moment condition. Note that also gives the expression
for the moments of the LSD.

Step 4: (Uniqueness of the measure) We have obtained

k b—1
1 k
= 1i — < T .
7 = lim ~E[T(5)"] < > > Y M,
b=1 =0 €SSy (2k)

with (r+1)
even generating vertices

Let ¢ = max(y, 1). Then
Vi < Z kMU < Z ckMg = ckak.
oESS(2k) oEP(2k)

As {ay} satisfies Carleman’s condition, {7x} also does so. By Lemma 4.3, we see that there exists
a measure ;¢ with moments {vx}r>1 such that pug, converges a.s. to u. This completes the proof of

part (a).
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(b) From Lemma 4.2, we have

LY(FS, F57) < ;(Tr(XXT +ZZM)(Te[(X - 2)(X — 2)1))

2 1
- ’ <2 Z yfg + Z x?j1[|$i,j|>tn]> <p Z x?jl[xi‘jxn]) ) (4.36)
Y] ij i

The second factor in the above equation tends to zero a.s. (or in probability) as n — oo due

1
to the condition (2.3). Now fZ(yfj - E[yf]]) — 0 a.s. (see Section 6) and E[}% > i yfj] —
P =
Z7J
f[071]2 g2(z,y) dx dy, and hence is finite. This implies that %Zz ; yf] is bounded a.s. Therefore the
first factor in (4.36) is bounded a.s., and thus the rhs of (4.36) tends to 0 as p,n — 0.
From the discussion above, we infer that the ESD of X X7 converges to the probability measure
u a.s. (or in probability). This completes the proof of the theorem. O

Proof of Remark 2.3: In the case p = n, if {gox »} are symmetric functions, then the assumption
on the entries of X,, are no different from that on the entries of W, in Theorem 2.1 of (Bose et al.,
2022). Now from (4.35), and equation (4.11) in (Bose ct al., 2022) we see that E[Y*] = E[Y"?¥], k > 1.

However observe that even though {gof ,,} are not symmetric for every n, the functions {goy} are
symmetric and hence E[Y*] = E[Y"?*], k > 1 still holds, (see (4.35)) as the limiting moments depend
only on {gox}. Therefore, by the uniqueness criterion of a probability distribution via moments, we
have Y 2 Y*2. As the limiting moments ((4.35)) depend on {gox} and limp/n, if p/n — 1, and

{g2x} are symmetric, we have Y’ Dyn O

Proof of Remark 2.2: Consider k = mt for some ¢ > 1. Then from (4.35), we have

k b—1
=>.> > / H gi, (@, 2,) [ daae (4.37)
b=17r=0  reSS,(2k) 0,1]+1 5 ieD

with (r+1)

even generating vertices

Recall that 7 in the above expression could be described as a word in SSy(2k) with (r 4+ 1) even
generating vertices. Let us focus on words w € S5:(2k) with ¢ distinct letters and where each
letter appears 2m times in pure even blocks. Clearly w has only one even generating vertex m(0).
Therefore as n — oo, the contribution of w in the limiting moment is (see (4.34)):

/[ - 92m (20, T1)g2m (T0, T2) - - - gom (20, T¢) dxodry - - - day —/ (fam (w0))" dao. (4.38)
0,1]t

)

Next, observe that the number of such words is

1) (") () =aar 49

}

Since the integrand in (4.37) is non-negative, using (4.38) and (4.39), we have

(
Br(p) > 1(mt)'/[0 (fam (o) )t dxg

t! (m!)t
(mt)! fom(x0) (mt)!
:t!/[()l]<2m!0> dxg > c i , k=mt.

Therefore for ¢ sufficiently large (with k& = mt),
(Be(u))/* > K " for some constant K >0 and n > 0.

Therefore (8 (1))'/* — 0o as k = mt — co. Hence p has unbounded support. O
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Moments for the variance profile matrices: Now we give a description of the moments of LSD
v for S matrices with variance profile. From Step 3 in the proof of Theorem 2.1, for each word in
SSy(2k) with (r + 1) even generating vertices and where the distinct letters appear sp, so, ..., sp
times, its contribution to the limiting moments is (see (4.34))

b b
v /[0,1]b+1 ]1;11 7 () H dz; H Cs;

€D Jj=1
where (t;,1;) denotes the position of the first appearance of the jth distinct letter in the word.
Hence the kth moment of v is
k b-1

b b
Bk(’/)zzz Z yr/[Ol]bﬂ HaSj(mtj’xlj) HdmiHCsj'
) ’ j=1

b=1 r=0 TESSy(2k €D Jj=1
with (r+1)
even generating vertices

4.4. Hypergraphs, Noiry-words and SS(2k). The distribution of the S matrix with triangular i.i.d.
entries, was studied in (Benaych-Georges and Cabanal-Duvillard, 2012) and (Noiry, 2018), where
the authors used the concepts of Hypergraphs and words, which we call Noiry words here. In Section
4.2.3, we discussed the triangular i.i.d. cases and showed how Theorem 2.1 is used in this situation.
We also described the limiting moments via S.S(2k) partitions. Now we verify that the moments that
we have obtained are identical with those obtained in (Benaych-Georges and Cabanal-Duvillard,
2012) and (Noiry, 2018).

Definition 4.9. Let G be a graph with vertex set V. Let m and 7 be partitions, respectively, of V'
and the edge set. Then the hypergraph H(w, ) is a graph with vertex set G (i.e. 7) and edges
{Ew;W € 7}, where each edge Eyy is the set of blocks J € 7 such that at least one edge of G
starting or ending at J belongs to W. Further if no two of the edges can have more than one
common vertex, then H(m,7) is said to be a hypergraph with no cycles.

For details on Hypergraphs, see Sections 5.3 and 12.3.2 in (Benaych-Georges and Cabanal-
Duvillard, 2012) and (Berge, 1989). In (Benaych-Georges and Cabanal-Duvillard, 2012), their
equation (22) describes the moments of the LSD of S as a sum on Hypergraphs with no cycles.

Lemma 4.10. For every word w € SSy(2k), there exists partitions w,7 € P(k) such that there is a
unique hypergraph H(m,T) which has no cycle with |w| + || = b+ 1. The converse is also true.

Proof: Let w € SS,(2k) with (r + 1) and (b — r) even and odd generating vertices respectively.
Suppose the even and the odd generating vertices are respectively 7(it,) = 7(0), w(it, ), ..., m(it,)
and 7(im,) = 7(1), T(imy), -+ T(im,_,). Let V; = {n(26) : 7(2) = m(ig;),1 <i <k}, 0<j<r
and Wj = {n(2i — 1) : (2 — 1) = 7(im,;), 1 <i <k}, 1 <j < (b—7). Clearly, 0 = {V;;0 < j <r}
and 7 = {Wj;1 < j < (b—r)} are two partitions of {1,2,...,k}. Therefore, we can construct a
hypergraph H (o, 7) where o is the vertex set and {Eyw; W € 7} is the edge set (see (4.10)).

Now suppose if possible, H (o, 7) has a cycle. That means by construction, there exists a,b (a #
b) € {1,2,...,(b—r)} and ¢, (¢ #1) € {0,1,...,7} such that V,, V; € W, N W}. That is, there are
edges (m(k1 — 1), m(k1)), (w(ka — 1), w(k2)), (w(ks — 1), w(ks3)), (w(kqy — 1), w(kq)) with k;,1 < i < 4
odd such that 7T(]€1 — 1) S Vq,ﬂ_(kl) S Wa, ’R’(kg — 1) S V;],W(kg) S Wb, W(kg — 1) S W,?T(kg) e W,
and 7(ky — 1) € V,w(ky) € Wy. As the positions (w(k; — 1), 7(k;)),i = 1,2,3,4 are all distinct,
there are four distinct letters that appear at these four positions in w. Without loss of generality
suppose, from left to right (7(ks — 1), 7(ky)) is the rightmost (among the four positions mentioned
above) in w. Since 7(ky—1) € V; and 7(t;) comes before 7(ks — 1), it cannot be chosen freely. Using
a similar argument, 7(k4) also cannot be chosen freely. Also they have been chosen as generating
vertices of three different letters that have appeared at the positions (mw(k; — 1), 7(k;)),1 < i < 3.
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Using Lemma 4.7, this is not possible as the letter at (7(ks—1), 7(k4)) is different from the previous
three letters. Thus H(o,7) does not have a cycle. Moreover, it is evident by construction that for
every special symmetric word we get a unique H (o, 7) without any cycles.

Conversely, suppose H(o,7) is a hypergraph with no cycle and |o| + |7] = b+ 1. We form a
word of length 2k from it in the following manner. Now o,7 € P(k). Let ¢ = {Vp, V1,...,V,.} and
T={W1,...,Wy_,} (as |o|+]|7| = b+1). Then we choose the even vertices m(2i),0 < i < k—1 from
o and odd vertices m(2i —1),1 <4 < k from 7, and (i) = 7(j) if ¢ and j belong to the same block of
o or 7 (depending on i and j both being even or odd respectively). Thus we get a word w of length
2k whose even and odd generating vertices are {m(min{V;})}o<s<, and {m(min{Wi})}i<i<@p—r)
respectively. Thus there are b distinct letters in w. Now as H (o, 7) does not have a cycle, using the
same arguments as the previous paragraph, it can be shown that all the generating vertices can be
chosen freely. This can happen only if the word is special symmetric. Thus we obtain w € SSy(2k)
with (r + 1) even generating vertices. It is easy to see that, two hypergaphs with no cycles cannot
give rise to the same special symmetric word.

Hence there is a one-one correspondence between special symmetric words and hypergraphs with
no cycles. This completes the proof of the lemma. O

Thus we see that (4.14) can be written as

Z > Y Ch

weSS(2k)
with (r+1)

even generating vertices

> Z Hyb s f (4.40)

=0 oeP(k) reP(k
with r+1 blocks H(o,7) has no cyclc

k

—_

where W; are the blocks of 7 and f is some function determined by (Cag)r>1 (which is not necessarily
multiplicative in the sense of partitions.) Therefore, when the entries satisfy (4.13), using (4.40) and
Remark 2.2; we obtain the conclusions of Theorem 3.2 of (Benaych-Georges and Cabanal-Duvillard,
2012). Since this is a special case (as the entries are iid for every n) of Theorem 2.1, it indeed
generalises Theorem 3.2 of (Benaych-Georges and Cabanal-Duvillard, 2012).

In Proposition 3.1 in (Noiry, 2018), the author describes the limiting moments via equivalence
class of words. His notion of words is different from ours and so we call the former Noiry words.

Noiry words: Suppose G = (V, E) is a graph with labelled vertices. A word of length k£ > 1 on
G is a sequence of labels i1,149, ..., such that for each j € {1,2,...,k — 1}, {4;,7j41} is a pair
of adjacent labels, i.e., the associated vertices are neighbours in G. A word of length k is closed
if i3 = ix. Such closed words will be called Noiry words. See Section 3 in (Noiry, 2018) for more
details.

Equivalence of Noiry words: Let 4 = i1,12, ..., and ¢/ = i|,),...,4) be two Noiry words on
two labeled graphs G and G’ with vertex set V. These words are said to be equivalent if there is
a bijection o of {1,2,..., |V} such that o(i;) = 4},1 < j < k. This defines an equivalence relation

on the set of all Noiry Words thereby giving rise to equivalence classes of Noiry words.
Using the developments in Section 3, and equation (3.2) of (Noiry, 2018). Wy (a,a+ 1,1,b),b =
a

(b1,b2,...,bg) € N* b; > 2 Zbi = 2k, denotes an equivalence class of Noiry words on a labeled
i=1
rooted planar tree with a edges, of which [ are odd and each edge is traversed b; times, 1 < i < a.
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Then the kth moment of the LSD is given in equation (3.2) of (Noiry, 2018) as

k a a
:ZZOLZ Z |Wk(a,a+]—alab)|HCbi'

a=1 =1 b=(b1,b2,....ba) i=1
b;>2,b14++bg =2k
In the next lemma we show how each of these equivalence classes of words correspond to special
symmetric words.

a
Lemma 4.11. Fach equivalence class Wi(a,a+1,1,b),b = (b1,b2,...,bs) € N* b; > 2, Zbi =2k
i=1
is a word w € SS,(2k) with | odd generating vertices and where each letter appears b;,1 < i < a
times 1 w.

Proof: Recall from Section 4.1 that we have defined words to be equivalence classes of circuits with
the relation arising from the link functions (see (4.2)). Now Noiry words are not equivalence classes
to begin with, they form equivalence classes if they are relabeled in a certain way as described
above. From this and how we have defined equivalence of circuits, observe that an equivalence class
of Noiry words is nothing but a word in our case. Now the only words with a distinct letters for
which a + 1 generating vertices can be chosen freely are the special symmetric words with a distinct

a
letters (see Lemma 4.7). Thus Wy(a,a + 1,1,b),b = (b1,b2,...,bs) € N® b; > Q,Zbi =2k is a
i=1
word w € S5,(2k) with [ odd generating vertices where each letter appears b;,1 < i < a times in
w. (|

Using this lemma it readily follows that

a

ZZ Z Wy (a,a+1,1,b)| :ZZ Z 1 :i Z 1.

a=11=1 b=(b1,b2,...,ba) a=1[=1 w€SSa(2k) =1 T€SS(2k)
b;>2,b14-+bg=2k with [ odd generating vertices with [ odd generating vertices
with block sizes by,...,bq

Hence it follows that (4.14) is same as the moment expression in equation (3.2) of (Noiry, 2018).

5. Details for the S, matrices

This section deals with the details for S4. We first describe some notions and definitions followed
by a detailed proof of Theorem 2.4. Finally, we discuss how this theorem can deal with triangular
(size dependent) entries, sparsity, i.i.d., variance profile, band and block matrices.

5.1. Premliminaries. We recall link functions, circuits and words from Section 4 in (Bose et al.,
2021), as applied to S4.
Link function: The link functions for the eight choices of A are (here 1 <i <p,1<j <mn):
(i) Symmetric reverse circulant, R®): Lp)(i,5) = (i + j — 2)(mod n).
(i4+j —2)(mod n) i <7,
—[(i+j—2)(mod n)] > j.
(iii) Symmetric circulant, C®): Ly (4, 5) = n/2 — |n/2 — |i — j]|.
(iv) Circulant, C: L¢(i,j) = (j — 4)(mod n).
(v) Symmetric Toeplitz, T®): Ly (i,7) = |i — j|.
1)
)

(ii) Asymmetric reverse circulant, R: Lg(i,j) =

(vi) Asymmetric Toeplitz, T: Lp(i,j) =i — j.
(vii) Symmetric Hankel, H®): L (i,7) =i+ j.
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(i+7) iz7,
—(i+7) i<y
Circuits and Words: Recall the definition of circuits and words from Section 4.1 for the S matrix.
In this case those definitions remain unaltered. Suppose A is one of the eight mentioned patterned

matrices. Then as before, notice that circuits 7 with ¢(7) = 2k are required to deal with the kth
moment of S4. For any choice of the link L,

&x(2i — 1) = L(m(2i — 2), 7(2i — 1)),1 <i < k,
& (2i) = L(m(2i), 7(2i — 1)),1 <i <k,

(viii) Asymmetric Hankel, H: Ly (i,7) = {

B[T(sh)] = E[T(AdT] = Y Bl 6.)
ml(m)=2k

k
where Y, = Hxﬁﬂ(zi_l)xgﬂ'(%)'
=1

The class II(w): For w,
s, (w) = {m:

£
[

wlj] < &x(i) =& (4) for all i,5}. (5.2)

Now,

k
:plLIEOZ > ! > E(Yn). (5.3)

b=1 w matched of length 2k * nclls , (w)
with b distinct letters

Note that all words that appear above are of length 2k. For every k£ > 1, the words of length 2k
corresponding to the circuits of A and S4, are related. Here we make a key observation in that
regard.
Observation (i): Let A®) stand for any of the symmetric matrices R, H®) C) or T() and let
IT 4(s) (w) be the possibly larger class of circuits for A®) with range 1 < 7(7) < max(p,n),0 < i < 2k.
Let HSA(S) (w) and II 4(s)(w) denote the set of all circuits corresponding to a word w arising from
the circuits corresponding to A®) and S A(s), respectively. Then, for every k > 1 and any word w of
length 2k,

IIs,(w) C HSA(S) (w) C I 4 (w). (5.4)

Now we recall the definition of even and symmetric words from (Bose et al., 2021).

Even word: A word w is called even if each distinct letter in w appears an even number of times.
We shall denote the set of all even words of length 2k as F(2k), and the set of all even words of
length 2k with b distinct letters as Fy(2k). For example, ababce is an even word of length 6 with 3
distinct letters. The corresponding partition of [6] is {{1,3},{2,4},{5,6}}.

Symmetric word: A word w is symmetric if each distinct letter appears equal number of times
in odd and even positions. We shall denote the set of all symmetric words of length 2k as S(2k),
and the set of all symmetric words of length 2k with b distinct letters as Fy(2k).

Even and odd generating vertices are defined exactly as before. Observe that
s, (w)| = [{ (7 (0),x(1),...,7(2k)) : 1 < 7(2i) <p,1 <w(2i — 1) <mfori=0,1,...,k,
7(0) = m(2k),  &x(i) = &(j) if and only if w[i] = w[j],1 <i,j < 2k}|.  (5.5)
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As p/n —y >0,

[TIs,(w)| = O n’"") whenever w has b distinct letters and (r + 1) even generating vertices.
(5.6)
As before, the existence of the following limit is tied very intimately to the LSD of S4.

L s, ()
P00 pr—i-l nb—r

as p/n —y. (5.7)
In Section 5.2, we identify the words for which the above limit is positive.

As before we will use the moment method. The Lévy metric defined in Section 4.1 will be helpful
in dealing with non-centered variables and truncation inequalities.

Lemma 5.1 (Theorem A.38 in (Bai and Silverstein, 2010)). Let A and 6, 1 < k < n be two sets
of complex numbers and F' and F denote their empirical distributions. Then for any a > 0,

_ 1<
a+1 < min — o e}
LYT(F,F) < min " kg_l Ak — (i)l (5.8)
where L is the Lévy distance and m = (7(1),...,m(n)) is any permutation of 1,2,... n.

Lemma 5.2 (Theorem A.37 in (Bai and Silverstein, 2010)). Suppose A and B are real pxn matrices
and A\ and 0, 1 < k < p are the singular values ofA and B arranged in descending order. Then,

min(p,n)
> A= 0k < Tr[(A - B)(A - B)T). (5.9)
k=1
The following inequality on the Lévy distance between the EESDs of two matrices can be easily
deduced from the above lemmas.

Lemma 5.3. Suppose A and B are real p x n matrices and EFS4 and EFSB denote the EESDs
of AAT and BBT respectively. Then the Lévy distance, L between these distributions satisfies the
following inequality:

2
2
Proof: Let 0;(A),0;(B),i = 1,2...,p denote respectively the singular values of A and B, each

set arranged in descending order. Then with o = 1, from similar arguments as Lemma 5.1 and
Cauchy-Schwarz inequality, we have,

LYEF% EF98) < S(ETr(AAT + BBT))(ETr[(A — B)(A — B)T)). (5.10)

1 p
L*(EFSA, EF°SB <IE[ A ]
( )< ;!
1 o 1/2 P on1/2
SPE{(ZAJJ (> ni—ail?) }
i=1 =1
1
<,

( :Zp:)\2+62 )1/2< Zyx—ay

=1

<E i Ai +6;)° )1/2<E[i])\i—5i]2])1/2
)
10

Now using Lemma 5.2 on the second factor of the above 1nequahty, we get (5 ([l

5.2. Proofs for S4 matrices. We look at the words that contribute to the limiting moments and
determine their contribution for each of the matrices.
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5.2.1. lim,, s pr‘fl(:b)lr for S4 matrices.

Lemma 5.4. Suppose w is a word with b distinct letters and (r+ 1) even generating vertices. Then

lim ———|lIg (w)| = ape (w) >0 if and only if w is an even word.

=300 pr—l-lnb—r 7(s)

Proof: First suppose w € P(2k) \ Ep(2k). Then from (5.4) and Lemma 5.3 in (Bose et al., 2021),
and using the fact that p/n — y > 0 as n — oo, it is easy to see that

) 1
i e s (@)] = 0.
Now suppose w is an even word with b distinct letter and (r + 1) even generating vertices. Let
i1,19,...,1p be the positions where new letters made their first appearances. First we fix the gener-
ating vertices 7(i;),0 < j < b where m(ig) = 7(0). Let

si=m(i)—m(i—1) for 1 <i < 2k.

Clearly, from (5.2), w[i] = w[j] if and only if & (i) = &x(j). That is, |s;| = |s;|, that is, s; —s; =0
or s; +s; = 0. Clearly s;; = s1. If the first letter appears in the j-th position, then s; = s; or
sj = —s1. Similarly, for every i, 1 <14 < 2k, for some j € {1,2,...,b},

i = 8;i; OT 8 = —5j,. (5.11)
Thus, we have
m(i) = £(nm(ij) —7w(i; — 1)) +7(i — 1) = s, +7(i — 1) for some j. (5.12)
Let
vgi—ﬂ(ii) for 0 <i<k and U2i_1_7r(2in—1) for 1 <1<k,

wi = 2 for 1< i < 2k
n

Let y, = p/n. Now, 7(i) = n(i — 1) & s;;, whenever the i-th letter in w is same as the j-th distinct
letter that appeared first at the i;-th position. Therefore v; = y%l(vi,l + uij) when 7 is even and
Vi = YnUi—1 £ U when 7 is odd.
Let
S={m(i;) :0<j<b} and S ={i: w(i) ¢ S}.

That is, S is the set of all distinct generating vertices and S’ is the set of all indices of the non-
generating vertices. We have the following claim.

Claim: For any 1 <1 < 2k,

1\~ o

v + - aiiu;.  if @ 1S even,

R A T (5.13)
YnUo + Y j=1 Qi Ui if ¢ is odd,

where a;; depends on the choice of sign in (5.12)

We prove this by induction on i. We know that 7(1) € S. Clearly, v1 = uj + ynvo. Now either
m(2) € Sor2 e S If m(2) € S, then vy = y%(“2 —wv1) and v = uj — ypvp. Therefore vy =

y%(uz —up)+wvg. If 2€ 5 then uy = +uy and vy = y%(vl +up). So either vy = yin(ul + Ynvo +up)
or Vg = yin(ul + ynvo — u1) = vg. Hence the claim is true for ¢ = 2.
Now we assume that the claim is true for all j < ¢ and prove it for . There are two cases:
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Case 1: 7 is even. Now either 7(i) € Sori € S". If n(i) € S, then

v; = y:(ul + Ui—l)
1 i—1
= —(u; + ynvo + Z a(i—1)jui;) (by induction hypothesis as i — 1 is odd)

L d
=uvo+ — E QiU
Yn =

where o;; = 1. If i € S’ then there exists j such that i; < ¢ and u; = tuy;. Then either

v; = %(vi_l +uy;), or v; = Ly — u;;). Hence either

Y Yn
=
v; = vg + y—(z Q(i—1)jUi; + u;;), Oor v =1 + Z QUi—1)jUi; — Uij)-
n .
7j=1

Therefore v; = vy + y% 23:1 aiju;; where a;j = ;1) +1 or a(_1); — 1 (depending on the sign of
the equation).

Case 2: i is odd. Then using similar argument as above we can show that, v; = y,v0 + 22:1 QU -
Thus the claim is proved.
Let ug = {u; : (i) € S} and vg = {v; : w(i) € S}. From the previous claim, we have, for
1<i<2k,

b ’U0+—Lwn(us), if i is even,
' U0+LT (ug) ifi is odd,

7,u,mn

where L;‘Fu »(ug) denotes a linear combination of {u; : (i) € S}.

Also, for 1 <1 < 2k, we have
v; = Lg:n(vg), (5.14)
where Lg:n(’l}5> denotes a linear combination of {v; : m(i) € S} arising from (5.11). Now, the

linear combinations vary depending on the sign chosen for each s;. As we know, for each block of
an even word, the number of positive and negative signs in the relations among the s;’s (i.e., the

b
ki—1
equations like (5.11)) are equal. Therefore there are H ( ‘ ki > different sets of linear combinations
=1\ 2
corresponding to each word w, where k1,...,k, are the block sizes of w.
Let U, ={0,1/p,...,(p—1)/p}, Uy, = {0,1/n,...,(n —1)/n}. Then it is easy to see that for a
word w of length 2k (L is the link function for 7(%)),
|H3T(s) (w)‘ = H(Uo,vl, . ,’Uzk) TV € Up,’l)gi_l S Un for 0 < 7 < k‘,’l)() = Vk,

L(vi—1,v;) = L(vj_1,v;) whenever wli] = wl[j]}|.

Hence

1
TL]]_}H;OW| T(S) Z/ / / / 0<L I‘S)<1 VZES)dI'S, (515)
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where drg = H dz;; denotes the (b + 1)-dimensional Lebesgue measure, z;, = x, and LZ-T is the
§=0

b
ki —1
limit of LG as p/n — y and ) ;7 is the sum over all the H < Zki ) such different sets of linear
i=1 \ 2

combinations corresponding to w.

As observed in Step 1 in Lemma 5.3 of (Bose et al., 2021), choosing v;;,0 < j < b freely is
equivalent to choosing vy and u;, 1 <j < b freely. Note that —1 < ug; <y, and —y, < ug_1 <1
for 0 < i < k. Also by abuse of notation we denote the variables in the limit as Wi - So,

1 /

1(0 < yxo+ Li7u(uS) <1,V (2i—1) €8 dxodus, (5.16)
b
where dug = H du;, denotes the (b+ 1)-dimensional Lebesgue measure on [—1,y]" x [—y, 1]*~"
j=1
Suppose, a particular set of linear combinations LT is given, i.e., for i € S’, (5.13) holds and the
values of am,1 <i < 2k,1 < j < b are known. Here we show that the integral in (5.16) is positive
on a certain region in [0,1] x [~1,%]" x [y, 1]*~". We divide this proof into two cases.

Case 1: y > 1. First let

C = max{|aj| : 1 <j<bandie S} (5.17)
Next we choose € such that Cbe < 1/2. Now, let |u;;| < e for 1 < j < b and % <y < 1_T0be.
Then, for all 2i € S’, 0 < vy + LQW(uS) <landforall2i—1€5, 0<uyv+ L;—l,u(us) < 1.

Also the circuit condition is automatlcally satisfied. Note that as observed before, we cannot choose
the s;;’s freely in case of words that are not even.

Case 2: y < 1. First let C be as in (') 17) Next we choose € such that Cbé < 1/2. Now, let |u;,| < e

for 1 <j <band Cb“ <y < 1— =% Then, for all 2i € 5, 0<U0—|— sz( s) < 1 and for all
2i—1€5,0<yu —l— LQz—l,u(uS) < 1.

Thus

T}Lngo an ]HST(S) (w)| = a(w) >0 for any even word w,

where o) (w) is the sum of the integrals defined in (5.16).

This completes the proof of the lemma. O
Lemma 5.5. Suppose w is a word with b distinct letters and (r+ 1) even generating vertices. Then

1 . . . .

nlgrolo W!HST (w)] = ar(w) > 0 if and only if w is symmetric.
Proof: Let

si=m(i) —7m(—1), forl<i<2k.
From (5.2), we know that w[i] = wlj] if and only if {;(i) = {x(j). This implies
s; =sj when i and j are of same parity,
si=—s; wheni and j are of opposite parity. (5.18)

Now we fix an w with b distinct letters which appear at i1, is, ..., 4, positions for the first time. Also
let w have (r+ 1) even generating vertices. Using the same arguments as in Step 1 of Lemma 5.3 of
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(Bose et al., 2021), being able to choose 7(i;),0 < j < b is equivalent to choosing 7(0),s;;,1 < j <b
freely. Next we show that if m(0) and s;;,1 < j < b can be chosen freely, then the word is symmetric.
To see this, observe that the circuit condition gives

2k
> s =m(0) - m(2k) = 0. (5.19)
=1

Using (5.18), we see that there exists o, 1 < j < b such that

b
Z OéjSij =0
=1

Since we need the s;.’s to have free choice, we must have a; = 0 for all j € {1,2,...,b}. Therefore
for each j,

Hl:sl:sij}‘:’{l:sl:—sij}’. (5.20)
Now from the definition of &, £;(2i) = s9;,0 < ¢ < k and §;(2i — 1) = —s9;-1,0 < i < k. Therefore
for each j € {1,2,...,b}, to satisfy (5.20), we must have
Hl : L even and &, (1) = §ﬂ(z])}’ = |{l :lodd and &:(1) = §,r(zj)}‘

That is, each letter appears equal number of times at odd and even places. Hence the word is
symmetric.

Now if w is not symmetric, at least one of the generating vertices is a linear combination of the
others, and hence cannot be chosen freely. So,

1 . . .
nh_)rgo ngT (w)] =0 if w is not symmetric.

Next, suppose w is a symmetric word with b distinct letters and (r + 1) even generating vertices.
. 1
We shall show that 11113010 WHTST (w)| = ar(w) > 0.

Suppose the letters make their first appearances at i1,14s,...,1%, positions in w. First we fix the
generating vertices 7(7;),0 < j <b. Suppose S = {n(i;) : 0 < j <b} and 5" = {i:n(i) ¢ S}. For
i€ S, (i) = & (i) for some j € {1,2,...b}. Then

m(i) =s;; +m(i —1) ifi and i; are of same parity,

m(i) = —si; +m(i—1) if7 andd; are of opposite parity. (5.21)
Thus, (5.21) is nothing but (5.12) where the sign has been determined depending on the parity of 4
and i;. Hence, for 1 <1i <2k, v; = LG(vg), (the notations are the same as in the proof of Lemma

5.4) where LlTn() is a particular set of linear combinations that has been determined by (5.21). As
a result, the rest of the proof is same as that in Lemma 5.4. Therefore,

JLH;OPT+1 - T IIs, (w |—/ / / / 0<L (xg) <1, VZES)dxs, (5.22)

where drg = HJ o dxi; denotes the (b+ 1)-dimensional Lebesgue measure, x;, = 7o and LT is the

limit of LT as n — 00.
That the integral is positive now follows from the proof of the same fact in Lemma 5.4. Thus,

nl_)rglo W\HST (w)] = ar(w) >0 for every symmetric word w,

where ar is the value of an individual integral in the rhs of (5.16). O

Lemma 5.6. Suppose w is a word with b distinct letters and (r+ 1) even generating vertices. Then
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: 1 . o ‘
(i) nl_}nolo W\HSH(S) (W) = aye (w) >0 if and only if w is a symmetric word.

(i) nh_{rolo W\HSH (w)| = ag(w) can only be positive if w is a symmetric word. In case of
a symmetric word, the value of ap(w) is determined by an integral given in (5.33).

Proof: First suppose w € P(2k) \ Sp(2k). Then from (5.4) and Lemma 5.4 in (Bose et al., 2021), it
is easy to see that

(@)| = lim

1
lim ——p |y (w n—y00 WUTSH (w)|=0.

N—00 pr—i-lnb r

Now suppose w is a symmetric word with b distinct letters and (r + 1) even generating vertices.
Suppose i1, 19, ...,14, are the positions where new letters made their first appearances. First we fix
the generating vertices 7(i;),0 < j < b where 7(ig) = 7(0). Let

ti=mn(i)+m(i—1) for 1 <i < 2k.

Now let us first consider the symmetric Hankel link function. Clearly from (5.2), w[i] = w[j] if and
only if ¢; —t; = 0. Further t;, = t;. If the first letter again appears at the j-th position, then
tj = t1. Similarly, for every ¢, 1 <14 < 2k,

t; =t;; for some j € {1,2,...,b}. (5.23)

First we fix the generating vertices m(i;), 7 =0,1,2,...,b. Let
vy = w, Vi1 = () for 0 <i<k,S={n(i;):0<j<b} and S ={i:7(i) ¢ S}.
P n

For 1 < i < 2k, from the link function and the formula for ¢; we have
vi = L (vs), (5.24)
where Lfn(vg) denotes a linear combination of {v; : 7(i) € S}.

Let U, ={0,1/,...,(p —1)/p} and U, = {0,1/n,...,(n —1)/n}. From (5.5), it is easy to see
that for a word w of length 2k,

|H3H<S) (w)| = ‘{(vo,vl, oy Ugg) 1 U2 € Upvgi—y € Uy, for 0 < i < k,vg = vo, v = Lf[n(vs)}‘
Transforming v; — z; = v; — %, we get that
|HSH(S) ()| = [{(z0, 21, -, wok) = @i € {=1/2,-1/2+1/p,...,=1/2+ (p—1)/p},
x9i—1 € {—-1/2,—-1/2+1/n,...,—1/24+ (n—1)/n} for 0 <i <k,
To = o and z; = Lfln(ys)}‘

Hence

1 12 /2 172 1/2
lim o (@ —/ / / / (-1/2 < L¥(zg) < 1/2, Vie §) dzg,

n—o0 prHinb=r A 1/2J-1/2J-1)2 1/2
(5.25)

where dxg = H? o dzi; denotes the (b + 1)-dimensional Lebesgue measure on [—3,3]%"  and L7 is
the limit of LHn as n — 00.
Let yp, = p/n and for 1 <i <k,

P2 =T2i—1 + YnT2i, P2i—1 = YnT2i—2 + T2i—1, (5.26)
and
q2i =T2i—1 — YnT2i, 42i—1 = YnT2i—2 — T2;—1- (5~27)

Now we have the following claim.
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Claim: For any 1 <1 < 2k,

T = To + Un ij'l Q45 Di; if 4 is even,
~Ynlo + Z}:l aiipi; if @ is odd.

We prove this by induction in i. We know that w(1) € S. Clearly, x1 = p1 — ynxo. Now either
m(2) e Sor2e S If n(2) € S, then 25 = y%(pg — z1). Therefore x9 = yin(pg —p1)+x. f2€ 5,
then po = p; and 29 = y%(pl —y1) = yo. So the claim is true for i = 2.
Now we assume that the claim is true for all j < i and try to prove it for i. Then either 7 (i) € S
orie S
(a) If m(i) € S and i is even, then y; = y%(pz — 9i—1). Now, i — 1 is odd and hence y;—1 =
i—1 i
—Yn¥Yo + Za(i,l)jpij by induction hypothesis. Therefore y; = yo + yin Zaijpij where ay; = 1.
j=1 J=1
The case where 7 is odd can be tackled similarly.
(b) If i € S’, then there exists m such that i, < i and p; = p;,,,. Now if 7 is even, y; = y%(pim —Yi—1)-
i—1 i—1
Asi—1isodd, y,-1 = —ynyo + Za(z‘—l)jpij and therefore y; = yo + y%l Z a;jpi; where apy, =
j=1 Jj=1
a(;—1)m + 1. The case where ¢ is odd can be tackled similarly.
Thus the claim is proved.

Now we perform the following change of variables in (5.25):

(xo,x1, T2, X3, ..., Tok) — (0, —T1, X2, —T3, ..., %) = (20, 21, 22, 23, . . . , 22) (s4y).
Observe that this transformation does not alter the value of the integral in (5.25). Also observe
that using (5.26) and (5.27), under this transformation,

(p1,P2,P3, - - -, P2k) —> (91, =42, 43, - - -, —q2k)-

Then from the claim it follows that

i
zo + y% Zﬁijqij if 7 is even,
j=1
Z; = i
Yn 20 + Z Bijqi;  if i is odd,
Jj=1
where f3;; = +a;; according as 7; is odd or even. We shall use the notation z; = Lf,[q,n (zg) to denote

this linear relation.

Also note that choosing x;;,0 < j < b freely is equivalent to choosing p;;,0 < j < b (where

Ynt1
2

Diyp = x0). Further, — <q; < y"TH Therefore we can write (5.25) as,

y+1

1 1/2 y;rl 2 y-QH

. H .

lim ————1Ilg (w) :/ /y+1 /y+1 .../y+1 1(-1/2 < L (zs) <1/2, Vie S') dgs,
2 2 2

n— o0 pr+1nb—r ~1/2

b
where dgg = H dgi; denotes the (b + 1)-dimensional Lebesgue measure on [—3, 5] x [—yTH, yTH]b,
§=0
and Lffq denotes the limit of the linear combination Lffqm as yp =y > 0.

Now it can be proved that the above integrand is positive on a region of positive measure on
[—%, %] X [—y—g—l, yTH]b —the proof is similar to the proof that the integral in the rhs of (5.16) is

positive. So we omit the details.
This prove part (i) of the lemma.
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To prove part (ii), note that for the asymmetric Hankel link function,
£x(i) =&x(j) ifandonlyif ¢, =t; and
sgn(m(i) —m(i — 1)) = sgn(n(j) —m(j — 1)) ifi and j are of same parity, or
(2)

sgn(m(i) —m(i — 1)) =sgn(n(j — 1) —w(j)) if ¢ and j are of opposite parity.
Let
Ew =10,i;54; iseven,l1 <j <b} (5.28)
and
Oy = {ij;i; isodd,1 <j <b}. (5.29)
For every j € {1,2,...,b}, let
C7 = {i;& (i) = & (45), i,i; are of opposite parity ,0 <4 < 2k} (5.30)
Cf, = {i;:& (i) = & (45), 4,4; are of same parity ,0 < i < 2k}. (5.31)
Using the notations as in the proof of part (i), we now have that
s, (w)| =
H V0, V1, - - ., Vak) © U2 € Up, -1 € Uy, for 0 <i < k,vg = vo, v5 = Lfn(vs),

sgn(yan(vs) LiIan(vS)) = sgn(ynvi; — Lﬁlm(vg)) when i; € &, and i € C’fj

or sgn(ynLl 1n(Vs) — Lfn(vs)) = sgn(ynvi; — Lg,l,n(vg)) when i; € &, and i€ C’fj,

sgn(ynLZn(vS) LﬁLn(US)) = sgn(ynLg_Ln(vs) — vij,l) when i; € O, and i € ij

or sgn(ynLﬁLn(vS) - Lfn(vg)) = sgn(ynvi; — L£17n(v5)) when i; € O, and i€ CZ"]}’
Now, IIg, (w) C s (w). If w is a word with b distinct letters but not symmetric, by part (i),

W HSH(UJ)‘ — 0 as n — oo.

Next let w € Sy(2k) with (r + 1) even generating vertices. Clearly for w, |E,| = 7+ 1 and
|Ow| = b—r. Now suppose,

77 (vs) H [ TT ( T (en(unLt(vs) — Ly (0s)) = sen(unvs, — LEy o (05)))

7j=1 'LJESw ZECE
I1 1Gen(ynLil, (vs) = Lik(vs)) = sen(ynvi, — Li_y . (vs))))
i€Ce.
J
TT (] tGen(unlt(us) — L, (05) = sgu(unLly ,(vs) — vi, 1))
ijEOw iECfJ_
[T sen(ynLfy o (vs) = Li%(vs)) = sen(ynvi, — Ly ,(vs))) | (5.32)
1€C?
Yj

and let f be the limit of f as y, — y > 0. Then

lim ! / / / (0 < L (vs) <1)f(vs) dvs (5.33)

n—o0 pT+1nb 7“

where dvg = []° =0 dvi; is the (b+ 1)—dimensional Lebesgue integral on [0, 15+ LH is the limit of
the linear combination LH as Yn — Y.
This completes the proof of part (ii).
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Let |-| denotes the greatest integer function.

Lemma 5.7. Suppose w is a word of length 2k with b distinct letters and (r + 1) even generating
vertices. Then

. 1 ke ‘ L .
(i) nh_>Holo W\HSR(S) (W) = |y] (r+1) +aps) (w) > 0 if and only if w is a symmetric word.

. 1 k—(r+1) . . . .
(ii) nh—>Holo W\HSR(LU)] = |y + ag(w) if and only if w is a symmetric word.
The proof of this lemma borrows the main ideas from the proof of Lemma 5.6, and is given in
details in Section 6.

Recall the sequence ag, = %(27?) from Lemma 5.2 in (Bose et al., 2021).

Lemma 5.8. Suppose w is a word of length 2k with b distinct letters and (r + 1) even generating
vertices. Then
, 1
() Jim W\H
and a, s the multiplicative extension of the sequence ao, when w is considered as a partition
in {1,2,...,2k}.

(i) lim W\H ()] = |y 4 ap(w) > 0 if and only if w is a symmetric word.
n—oo p

Spie (W) = aw [ly] k=(r+1) + o) (w)] > 0 if and only if w is an even word

The proof of this lemma borrows a lot of ideas from the proofs of Lemmas 5.4 and Lemma 5.5,
and is given in details in Section 6.

5.2.2. Proof of Theorem 2./.

Lemma 5.9. Recall the matric Z from Theorem 2./. Suppose, 2/4 s the p x n matrix whose
entries are (y; — Ey;) and thus have mean 0. Under the assumptions of Theorem 2./, the LSD of
Sz, and Sz are same.

Proof: In Step 1 of the proof of Theorem 2.1, we dealt with the same problem but for a bi-sequence
of random variables {z;;,, }. The same proof can be adapted in this case replacing it by the sequence

{zin}. Therefore, condition (2. l) is true for Z4. Similarly we can show that (2. 5) is true for Za.

Hence, Assumption B holds for 74 A.
Now from Lemma 5.3,

LAEFS24 EFS7) < 2 (BTe(ZaZ% + ZaZa ) ETe(Za — Za)(Za — Z2)T))

p
2 n-+p 1 n+p
< < > enE(2y; + (By:)® — Qyz'jE%j)> ( > C”(Eyi)2>’
P\ . P\ ._
i=—(n+p) i=—(n+p)

where ¢ is a constant depending on the link function of the matrix. Observe that for all matrices
with link functions (i)-(viii), the second inequality is true due to the structure of the link functions.
The second factor of the rhs in the above inequality is bounded by

2 2 2
—(n —i—p)(sqp[ﬁ]yi)2 = —(sup VnEy;)? + y—(sqp VPEY:)? =0 asn — oo, p/n—y >0 by (2.5).
(2 n 7

yn 3 n

Again, E[% > yf] — f[(]’l]g fa(z,y) dz dy. Therefore the first term of the rhs in the inequality is

bounded uniformly, and hence L* (IEF 524 EF SZ&) — 0 as p = oo. Thus we can assume that the
entries of Z4 have mean 0. ]
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Lemma 5.10. Under the conditions of Theorem 2./, if the EESD of the matrices Sz, converges
weakly to pa, then, with the assumption (2.6), the EESD of S (where A is the non-truncated
version of Z) converges weakly to pia.

Proof: Observe that from Lemma 5.3, we have

LYEF% EF524) < ;(E Tr(AAT + ZAZD)ETe[(A — Z4)(A - Z4)T))

9 n+p n—+p 1 n—+p
< 5 <2cn Z E[yf] +cn Z E[‘T?]‘szbtn]]) <p Z CnE[$121[|xi>tn]]> . (5.34)

i=—(n+p) i=—(n+p) i=—(n+p)

The second factor in the above inequality tends to zero a.s. (or in probability) as n — oo from (2.6).
Again, the first factor is uniformly bounded as in the proof of Lemma 5.9. Thus L*(EF%4, EF SZA)
0 as p — o0.

This completes the proof of the lemma. O

Now we will prove Theorem 2.4. The arguments in the proof of the different parts are often
repetitive. So we prove Part (i) in details and omit the elaborate arguments for the other parts.

Proof of Theorem 2./ : We shall prove the theorem in different parts.
(i): Let A = T®). First observe that from Lemma 5.10, it is enough to prove that the EESD of Sz,
converges to fip(s). Further, from Lemma 5.9 we may assume that E(y;) = 0. Therefore it suffices
to verify the first moment condition and the Carleman’s condition for Sz, .
1
As E(y;) = 0, from (5.1), if lim — Z E(Y;) exists for every matched word w of length

p—0o0
WGHST(S) (w)

2k with b distinct letters and (r + 1) even generating vertices (k > 1,1 < b <b,0 <r < (b—1)),
then the first moment condition would follow.

Suppose w is a word with b distinct letters, (r+1) even generating vertices and the distinct letters
appear ki, ks, ..., kp times. Let the jth distinct letter appear at (m(i; — 1), w(¢;))th position for the
first time. Denote (w(i; —1),7(i;)) as (mj,(;). Let us now recall v;,1 < ¢ < 2k and s;,u;,1 <1 <2k
as defined in Lemma 5.4.

First, let w ¢ E(2k). Suppose w contains b; distinct letters that appear even number of times
and b number of distinct letters that appear odd number of times and b = b1 + by. So we assume
that for each 7 € II(w), kj,, 1 < p < by are even and kj,, b1 +1 < q < by + by are odd. Hence the

Jp>
contribution of this w to (4.10) is as follows:

b1+b2

by—1/2 )
e — Z H i, (Is5,1) H n 2b2 [?/E]ZJ (5.35)

bn S p=1 q=b1+1

by—1/2 )
For n large, n" % B[ ) (g ] <1008 any by +1 < g < by + by and [, i, (15, ]) < M
(independent of n). Now as w ¢ Ey(2k) and p/n — y > 0, from Lemma 5.4 we have, |S| < b.
Hence, as p,n — oo and p/n — y > 0, (5.35) goes to 0. Thus any word that is not even, contributes
0 to the limiting moments.
Now let w € Ep(2k). Let &, and O, be as in (5.28) and (5.29). Clearly, as observed in Lemma

ki—1 . . . -
5.5, there are H?Zl ( % ) combination of equations for the s;’s (and hence v;’s) for determining
F)

the non-generating vertices, once the generating vertices are chosen. Let us denote a generic com-
bination of the v;’s by LL (see (5.15)). For each of the combination of equations we get positive
(possibly different) contribution (see Lemma 5.5). Then the contribution of each combination LL
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corresponding to the word w can be written as

Yn ’”+1nb 7AZ:]‘_I< H fkj,n ’UmJ YnUi; | H fkj,n |ynvmj vy, ’))

S j=1 “ije&y, 1;€0w
100< LT (vs) <1, Vie s, (5.36)

where S is the set of distinct generating vertices, and S’ is the set of indices of the non-generating
vertices of w. By abuse of notation let m; and [;,1 < j < b denote the indices of the generating
vertices. Therefore as p — oo, the contribution of w in (4.10) is given by

erZT/Ol/;/Ol_./Olljl(}H fk‘j(|xmj_yxlj|)AH fkj(|y33mj—l‘lj|)>

Zngw ZjEOw
100< LT (z5) <1, Vie S) dag, (5.37)
where dzg = dx,,,dxy, - - - dx;, denotes the (b + 1)-dimensional Lebesgue measure on [0, 1]°*! and

0 <y =limp/n. As for each k > 1, there are finitely many even words, the first moment condition
is established. Hence we have,

1 1 p1 1
I CSORUED 3 SRNNED RN’ o) A A A |
n—oo p b=1 r=0 o€ Ey(2k) with LT 0 70 70 0

(r+1) even generating vertics

b
H H Si; (J2m,; — yay,|) H I, ([y@m, — xl].|)>1(0 <LI(z5)<1,Vie8)dzs. (5.38)

j=1 Vijeu ;€0

Now we show that the limits, lim,,_,~ %E[Tr(SZA)k] = 7k, k > 1 determines a unique distribution.
Ify <1,

o1
Vk:nhl%ogE[ (Sz)¥ Z M, < Z M, = ay.
o€E(2k) o€P(2k)

As {ay} satisfies Carleman’s condition, {7x} does so. Hence the sequence of moments {~;} deter-
mines a unique distribution.
Ify>1, yTSyb,OSTSb,lgbgkandhence

. 1 } : § : 2k
<
'yk—nhm *E[ yoM Yy M y Oék
c€E(2k) oc€P(2k)

As, y € (1,00) and «y satisfies Carleman’s condition, {7x} does so. Hence the sequence of moments
{7k} determines a unique distribution.

Therefore, there exists a measure () with moment sequence {7} such that E/’LSZA converges
to pp(s), whose moments are given as in (5.38).

This completes the proof of part (i).

(ii) Let A = T. Just as in Part (i), it suffices to verify the first moment condition and the Carleman’s
condition for Sy.

As E(y;) = 0, from (5.1), if lim ! Z E(Y;) exists for every matched word w of length 2k

pmeep m€llg, (w)

with b distinct letters and (r + 1) even genrating vertices (kK > 1,1 < b <b,0<r < (b—1)), then
the first moment condition follows.

Now suppose w is a word with b distinct letters each letter appearing ki, ko, . .., kp times. From
this point, we borrow all notations from Part (i).



X X7 matrices with independent entries 109

Let v; = w(i)/n as defined in Lemma 5.5 and U, = {0,1/n,2/n,...,(n —1)/n}.

If w is not an even word, then its contribution to the limiting moments is 0. This follows using
the same argument as Part (i).

Now suppose w € Ep(2k) \ Sp(2k). Then the contribution of this w can be written as

b
yn r+1nb r ZH < H fkj,n(ynvlj - Umj) H fkj,n(ynvmj - Ulj)>

7j=1 ije&., ijGOu
100< LT (vs) <1, Vie s, (5.39)

where S is the set of distinct generating Vertices and S’ is the set of indices of the non-generating
vertices of w and y, = p/n. From Lemma 5.5, observe that for j # 1, m; can be written as a linear
combination of {l;;1 < i < j — 1} and m;. By abuse of notation, let my and [;,1 < 7 < b denote
the indices of the generating vertices. Then, as p — oo, the above sum goes to

yr/ol/;/ol.../olli[l(n fiy (s, =) ] fkj(yxmj—xlj))

ZjESw ZjEO“,
100< LT (z5) <1, Vie S dug, (5.40)

where dxg = dnr:mlda:lldgm2 - dxy,.

By Lemma 5.5, it follows that the above integral reduces to a ¢ dimensional integral where ¢ < b,
if w ¢ Sp(2k) as a:ml and the z;,’s then satisfy a linear equation (see proof of Lemma 5.5). As a
result, the contribution of w as described in (5.41) is equal to 0 if w € Fy(2k) \ Sp(2k).

Now let w € Sp(2k). Then the contribution the word w to the limiting moments can be written

yr/ol/ol/ol.../oljﬁl(r[ fkj(yxlj—xmj)‘H fkj(yxmj—xlj)>

zje&, leOw
100< LT (zg) <1, Vie S dug, (5.41)

where dzg = dxp,, dx;, dxy, - - - dx;, is the (b + 1)-dimensional Lebesgue measure on [0, 1](b+1) and
0 < y = limy,. As for each k& > 1, there are finitely many symmetric words, each of which
contributes (5.41) to the kth limiting moment, the first moment condition holds true.

Therefore for k > 1,

AL

esb(%) with

(r41) even generating vertics

b

H H i, (Y, — 2m;) H Sr; (m, — xlj)>1(0 <LI(zg)<1,Vie &) drs. (5.42)

i=1 Nijetn i;€0,

VR

As S(2k) C E(2k) and the integrand in (5.42) is bounded, the same arguments as in Part (i) are
applicable. Thus the Carleman’s condition for Sy is satisfied. Therefore, there exists a measure ur
with moment sequence {7} such that Eug, converges to pg. This proves Part (ii).

(iii) Let A = H()_ Since the arguments are similar to the previous parts, we resolve to describe
only the limiting moments from this point onward.
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For k > 1,

k
e(tpres)) Z

b=1r=0 GSb(2k ) with

(r+1) even generating vertics

YA

b
H < H S, (@m; +yau,) H Jie; (e, —|—:z:lj)>1(0 <LH(zg)<1,Vies) deg.

ijE&.: ijEOu
(5.43)

(iv) Let A = H. Then the EESD of Sy converges to pr, whose moments are as follows:

k b-1

) =303 /// /

o€ESy (Zk) with

(r+1) even generating vertics

_
7N\

LT 7 (sentyar, — ) (@m; + 1) [ fry (sen(yam; — 20,) (yam,; + xzj)))

ingw ijGOw

100 < L (zg) <1, Vie §)fH (xs) das. (5.44)

<

(v) Let A= R®),
For any m > 1, let

homn(x1,22) = fomn(x1 +22)1(0 < 21 + 22 < 1) + fomn(z1 + 22 — 1)1(21 + 22 > 1),
hgm(xl,xg) = fgm(iﬂl + :L’Q)].(O <z1+22 < 1) + me(JIl + x9 — 1)1(3:1 + 0 > 1) (5.45)

Then for £ > 1 (see Lemma 5.7),

b—

K
k(tipe) =Y > Yy

b=1 =0 0E€Sy(2k) with

(r+1) even generating vertics

|y Pt D) /01 /01"'/011i1< H i, (> yaa,) H hi; (yxmj,xzj)> dxg

;_n

1;€Eu i;€04
+ Z yJ‘S SO' / / / ( H hk’j (l'mj7y33lj) H hk‘j (yxmjaxlj)>
@#SoCS™ 1;€Ew ;€00
1(F(yLi(xzs)) <y — |y, ¥V 2i € Sp) dacg] . (5.46)

(vi) Let A = R. Suppose

ham (T 2) = fam (sgn(ze — x1) (1 4 22))1(0 < 21 4 29 < 1)+
fgm(sgn(azg — xl)(azl + x9 — 1))1(1‘1 + 29 > 1) (5.47)
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The moments of ug are as follows (see (6.8)):

b=1 =0 0€S(2k) with

(r+1) even generating vertics

ly)F-H) /01 /01-"/01ﬁ< IT 7, (@myovz) 1 ilkj(yxmj,xzj))fH(:vs) drg
j=1

z‘je&., ijeow
o g 1,1 1 b ~ ~
+ Z LyJ\ - ol/ / / H< H hkj(mmj,yxlj) H hkj(ya:mj,xlj)>
d£SoCS— 0 Jo 0 j=1 Vije&, ;€04
L(F(yL3i(zs)) <y — lyl, V¥ 2i € So)f¥ (xs) d:cs] : (5.48)

(vii) Let A = C®). In this case, we have,

k
Br(tcw) =Y > Yy ag

b=1 =0 o€ Ey(2k) with

(r+1) even generating vertics

[Lyjk(rﬂ)/ol,_./olljl( H fkj(}1/2_|1/2—\a:mj—yl’lle)

i€Ew
I CIETE S 1)) R D MC
bEGe ¢F#SoCS—
1 1 b
(1/2— 12— | — yar
/O /0 H(ijgufk](‘ /2= 1/2 = |zm; —yay,ll|)

T fu,(11/2 = 11/2 = o, — 1) )1(FloEhCos)) < v~ Lo v2i € 1)),
ijEOw
(5.49)

(viii) Let A = C. Suppose

Nom (Y1, 22) = fom(r2 —y21)1(0 < 29 —yz1 < 1) + foru (1 — 22 + yx1)1(z2 —yz1 <0)  (5.50)
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where (z1,22) € [0,1]2. Then the limiting moments are given by the following formula:

b—1

)= Y e

b=1 r=0 o€8y(2k) with

(r+1) even generating vertics

[Lka(TH) /Olfollj < 1T m, (wm, — ya,)

i]'E&.,

H My (21, —yl‘mj)> + Z Ly |5~ 5ol

1;€0, ¢#SoCS—

/01"'/0112[< H Nk, (CI?mj —yﬂ?lj) H T]kj(fﬁzj —yxmj)>

J=1 Nijet, i;€0.,
L(F(yLy;(xs)) <y — lyl,V2i € 50)} (5.51)

O

5.3. Applications of Theorem 2./. As the entries are dependent on i, j, n, the formula for the limiting
moments, as seen in the proof of Theorem 2.4, can often be very complicated. Here we discuss a
few special cases where the limiting moment formulae are relatively simple. These special cases
would be when the entries of the matrix A are— (a) triangular i.i.d. (Section 5.3.1), (b) sparse
triangular i.i.d. (Section 5.3.2), (c¢) fully i.i.d. with finite mean and variance (Section 5.3.3), (d)
have a non-trivial varaince structure (Section 5.3.1), (e) triangular, i.e., only lower triangular entries
are non-zero (Section 5.3.5) and (f) have a band structure (Section 5.3.6).

Theorem 2.4 concludes the convergence of the EESD of S4. However, as we will see in the
upcoming sections, a.s. convergence of the ESD can be obtained in some cases. To establish the
a.s. convergence of the ESD in such cases, we will use Lemma 4.3, just as we did in case of the
S matrix. Recall the set QZ’ 4 from (4.26) that was used to establish the fourth moment condition
for S. Analogous version of Lemma 4.8 is not true for S (see Erratum of (Bose et al., 2021)).
However, it can be shown that

|QF. 4l < n**2 for any 1 < b < 2k. (5.52)

For a proof of this fact, see Lemma 1.4.3 (a) in (Bose, 2018). Even though the proof given there is
for the case where the entries are i.i.d., the arguments can be used to prove the same for the S4—
link function, as 1 < 7(2i) <pand 1 < 7(2i —1) < n and p and n are comparable for large n.

5.3.1. General triangular i.i.d. entries. Let A be one of the p X n patterned matrices mentioned in
Section 1. Suppose for each fixed n, the input sequence {z;,, : i > 0} are i.i.d. for every fixed n,
with all moments finite. Assume that for all £ > 1,

nE[xlgn] — C) as n — oo. (5.53)

Also assume that the moments of the random variable whose cumulants are {Ca,Cy, ...} satisfy
Carleman’s condition. We can actually find such variables {z;,} as discussed in Remark 4.4 of
Section 4.2.3. Now observe that Assumption B (i), (ii) and (iii) are satisfied with ¢, = oo and
for = Cy for k > 1. Thus Theorem 2.4 can be applied to conclude that the EESD of S4 converges
to a probability distribution, pa. A brief description of the limiting moments is given below.
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(i) Suppose A = T®) whose entries satisfy (5.53). Thus by Part (i) of Theorem 2.4, the EESD of
S, (s converges to fp( whose moment sequence is given as follows (see (5.38)):

TP
kb 1,1l 1 .
‘s . /
() E Ey E ECW\/O\/O.../O 1(0< L; (zg) <L,Vie §").
LT

b=1 r=0 r€E,(2k) with

(r41) even generating vertices

(5.54)
Note that since an even word can be identified as an even partition, for every m € E,(2k), LL = LT
for the corresponding even word with b distinct letters.

(ii) By Part (ii) of Theorem 2.4 (see (5.42)):

k b
Brlur) =Y Yy c// / (0 < LT (z5) <1,Vi € §') das. (5.55)

b=1 r=0 TI'ESb(Qk) with

(r+1) even generating vertices

(iii) By Part (iii) of Theorem 2.4, the EESD of Sy, converges to () whose moment sequence is
as in (5.55), where the integrand is replaced by 1(0 < L (zg) < 1,Vi € S’) (see (5.43)).

(iv) By Part (iv) of Theorem 2.4, the EESD of Sy, converges to uy whose moment sequence is as
in (5.55), where the integrand is replaced by 1(0 < L (zg) < 1,Vi € S") fH (s) (see (5.44)).

(v) By Part (v) of Theorem 2.1, the EESD of S ) converges to pp(s) whose moment sequence is
p

given as in (5.55), where the function inside the square brackets is (see (5.406))

Colly/ =0+ 3 [yl \30'// / yLE(2s)) <y — |y).¥2 € Sp) das).

$£SoCS—

(vi) By Part (vi) of Theorem 2.4, Bx(ur) is same as Bx(ppes)), with an extra factor f7(s) in the
integrand.

(vii) By Part (vii) of Theorem 2.4, the EESD of S, converges to i) whose moment sequence
is as in (5.54), where the function inside the square brackets is (see (5.49))

CrllylE= 0 4 3 [yl / / / (F(yLE(25)) <y — Lyl, ¥2i € So) 7 (ws) das).

b£SoCS—

(viii) By Part (viii) of Theorem 2.4, Si(uc) is as in (5.55), where the function inside the square
brackets is (see (5.51))

CrllylE= 0 4 3 [yglsmvsel / / / (F(yLE(ws)) <y — ly), ¥2i € S0)f (ws) dos).

b£SoCS—

Remark 5.11. (a) The linear combinations L] and L¥ from Lemma 5.4, 5.5 and 5.6 play a crucial
role in the moments of the LSD of S4. Observe that for St and Sy (see Lemmas 5.5 and 5.6),
only symmetric words can contribute positively to the limiting moments. Now from the proof of
Part (i) of Lemma 5.6 and Lemma 5.5, it follows that when the word is symmetric, after having
chosen the generating vertices {vg}, for every i € S, LT (vg) = Lﬁq(zs). As the z;s are derived by
elementary transformations that do not alter the integral, we have L;fr(vs) = LZH (vg), for symmetric
word. This will be useful in finding relations between g7, ty ), e, po, that we discuss next.
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(b) Suppose y € N. Then, observe that the integrals in Parts (v) and (viii) above are zero and thus

Br(ipe) = Belpo) = > " 'Cr.

TeS(2k)

Further, using Part (a), we can say more about these limits even when y ¢ N. Recall that the
only contributing words for St, Sy, Sgs) ans Sc are symmetric. Now, from (a) and uniqueness
of the limit, it is easy to see that when the variables are triangular i.i.d. and satisfy (5.53), we have

W1 = s and ppe = pe-

Remark 5.12. However, in general the LSDs of S4 for symmetric and the asymmetric cases are not
identical. For instance, for the Toeplitz and the circulant matrices, this is evident from the moment
formula, as the set of partitions that contribute positively to the limiting moments are different in
the two cases. For the Hankel and the reverse circulant, there is an extra factor in the integrand
for the asymmetric versions and that gives rise to the difference in the limit. We illustrate this for
Sy and Sy below.

For all words that are special symmetric, the contributions for the symmetric and asymmetric
Hankel are same as there are no further restrictions for the signs arising from (5.32). However, if
w € Sp(2k) \ SSy(2k), some additional conditions do appear in case of asymmetric Hankel.

For instance, let us consider the word abcabc € S3(6) \ SS3(6). In case of symmetric Hankel, its
contribution to i) is

1
C’g’/ / / / 100 <xp+x1 —x3, 22 — 20 + 3 < 1) drodridradrs. (5.56)
0

On the other hand, the contribution of abcabe (in case of asymmetric Hankel) to pp is

1,1 p1 g1
C’S/ / / / 10 <zp+x1 — 23,29 — 0 + 23 < 1)1(sgn(x1_x0):
o Jo Jo Jo

sgn(2x3 — xg — x1),sgn(x; — x2) = sgn(xe — 2x0 — x1 + 2x3),
sgn(xs — x9) = sgn(xg — 2x0 + 1‘3)) dzodridrodrs. (5.57)

The integrand in (5.57) is less than that in (5.56) due to the extra restrictions arising from the sign
functions. Thus, the k&th moment of pp is in general smaller than that of py). A very similar
thing occurs in case of pp) and pg.

5.3.2. Sparse triangular i.i.d. entries. Suppose the input sequence {z;, : ¢ > 0} are Ber(p,) where
npn — A > 0. Then (5.53) is satisfied with C, = A for all k¥ > 1. Therefore from the discussion
in Section 5.3.1, the EESD of S4 converges to say 14 whose moments are as in (i)-(viii) in Section
5.3.1, where Cy = A7l for all 7 € P(2k).

5.3.3. Li.d. Entries. (Bose et al., 2010) established the LSD of S4 when A is the asymmetric or
symmetric versions of Toeplitz, Hankel, circulant and reverse circulant matrices with entries {ﬁxl},
where x; are independent and identically distributed with mean 0 and variance 1. Here we show
how these LSD results of (Bose et al., 2010) can be obtained as special cases of Theorem 2.4.

First, observe that just like the S matrix, but now dealing with a single sequence of random
variables, {x; .}, we can show that conditions (i), (ii) and (iii) of Assumption B hold with fo =1
and fo, = 0 for all £k > 2. Then from Theorem 2.4, we obtain the convergence of the EESD.

The moment formulae are given as in (i)-(viii) in Section 5.3.1, where Cy = 1 and Cy, = 0 for all
k > 2. Thus the words that contribute to the limiting moments are now pair matched. Hence the
moments are indeed equal to the ones in (Bose et al., 2010).
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Now, as Sy satisfies (5.52), we have

pl4 [TT(SA) (TY(SA))] = O(p~?) and therefore,

[e.9]

1
Z —4 IE('I‘I(SZZ))]4 < oo forevery k> 1. (5.58)

Then using Lemma ~l.3, we can conclude that pg, converges a.s.

5.3.4. Matrices with variance profile. Suppose the input sequence is {o(i/n)z;n;i > 0}, where
o :[0,1] — R is a bounded and Riemann integrable function and {z;,;i € Z} are i.i.d. random
variables with mean zero and all moments finite. Assume that {z;,;i > 0} satisfy (5.53). Then
the EESD of S4 for each of the eight patterns of A, converges to a probability distribution whose
moments are determined by o and {Cyx, k > 1}. This follows from Theorems 2.4 as argued below:

First observe that the entries of A satisfy Assumption B (i) and (ii) with ¢, = oo, for =
0?kCyy,, k > 1. Since o is bounded, Assumption B (iii) is also true. Hence from Theorem 2.4,
we can conclude that the EESD of S4 converges.

Note that in the i.i.d. situation where each x;, has the same distribution F' for all 7 and n,
Cyr, = 0 for all k£ > 2. Hence the EESD of S4 converges. As o is bounded, (5.52) and hence (5.58)
hold true. Thus we can conclude that g, converges a.s. to the respective limits.

5.3.5. Triangular Matrices. As discussed in Section 4.2.5, the LSD of triangular matrices have been
studied in (Dykema and Haagerup, 2004), where the entries of the matrix are i.i.d. Gaussian. Later
LSD results were proved in (Basu et al., 2012) for triangular matrices with other patterns such as
Hankel, Toeplitz and symmetric circulant, and with i.i.d. input. The matrices that the authors
of (Basu et al., 2012) considered are symmetric, and hence the entries yr; ;) are of the form
YL(i.j)m = TL(ij)m 1(i + j < n+1). However, the matrix considered in (Dykema and Haagerup,
2004) is upper triangular, as in (4.23). It is natural to ask what happens to such matrices when
there are other patterns involved.

Let A be any of the eight matrices that are being discussed in this article. Let AV be the matrix
whose entries yr; jy, are as follows:

YLGg)n = {OL( ) . (5.59)

otherwise.
Then we have the following result.

Result 5.1. Consider the matrices AY. Assume that the variables {x; ;i > 0} in (5.59) are i.i.d.
random variables with all moments finite, for every fixed n. Also assume that {x; ;i > 0} satisfy
(5.53). Then, for each of the eight matrices mentioned above, the EESD of S,v converges weakly
to some probability measure v that depends on {Coy }r>1.

Proof: Define the function o on [0, 1)

|1 ifx <y,
o(w,y) = { 0 otherwise.

Now observe that the entries yr; ;) of the matrix AU can be written as o(i/p,3/n)T L 4)n
Following the proofs in Theorem 2.4, it is easy to see that the first moment condition holds for
Sav. As||o]| < 1, the Carleman’s condition also holds for the limiting moment sequence. Hence
the EESD of S v converges to a probability measure p4v.
]
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Remark 5.13. (i) If the entries of AV are lf/% where {y; ;i > 0} are as in (5.59) and {x; n;i > 0}n>1
are i.i.d. random variables with mean 0 and variance 1, then using familiar truncation arguments
(as in Theorem 8.1.2 in (Bose, 2018)), the variables {y; ;i > 0} can be assumed to be uniformly
bounded and hence satisfy (5.53) with Cy = 1 and Cy, = 0 for £ > 2. Hence from Result 5.1, we
obtain the convergence of the EESD. Again it can be verified that (5.52) and (5.58) are true in thls

case. Thus the ESD of S,uv converges a.s. to a non-random probability measure.

5.3.6. Band matrices. Band matrices had been discussed previously in (Basak and Bose, 2011),
(Popescu, 2009), (Liu and Wang, 2011) and others. In Section 7.4 of (Bose et al., 2021), the LSD
of band matrices where the non-zero entries satisfy (5.53) had been studied. So it was natural
to ask what happens to the LSD of A?AYT ABABT where A® and AP are matrices with entries
Yrig) = oyl 5) < mp) and yrij) = 2ra5LL0EG5) < my) + (L4 5) = n—my) (see
Section 7.4 in (Bose et al., 2021)). Here we provide an answer to that question.

Result 5.2. Consider the matrices A’ and AP, Assume that the variables {;,;i > 0} associated

with the matrices AY (as in (5.59)) are i.i.d. random variables with all moments finite for every

fixed n, and satisfy (5.53). Suppose a = li_)rn —" > 0. Then, for each of the eight matrices, the
n—oo N

EESD of Sy and S5 converge to some probability measures 2 and p2 that depend on {Co }r>1.

For A, the entries y; can be written as oy, (i/n)z;, where oy, (z) = 1(z < 2). Observe that for

k> 1, [of(x) dr — [ok(x) do as n — oo, where o¢(z) = 1(x < ).
For the Type II band versions R®E of R() and T8 of T(), the entries y; can be written as
on(i/n)z;, where op(2) = 1(22 <z < 1 — 22). Clearly, [oF(z) dv — [of(2) dz as n — oo for

each k > 1 where o1 = 1(g 4)u[1—a,1]- For the Type II band versions HEB of H(s), the entries y; can
be written as oy, (i/n)z;, where o, (z) = 1(1 — my/n < 2 < 14 m,/n). Clearly, o,, converges to
o2 =1y o144

Thus in all of the above cases, Assumption B is true with ¢,, = oo and g9 = atQkCgk, t=20,1, or 2.
Thus from Theorem 2.4 the result follows.

In this case too if x; are all i.i.d. and the entries of the matrices are { \/7%}, then additionally

(5.52) and thereby (5.58) holds. Thus the a.s. convergence of the ESDs can be concluded.

6. Appendix

In this section, we will first prove a result (Lemma 6.1) that helps us to conclude the a.s. con-
vergence of the ESD of the S matrix. Next, we give the detailed proofs of Lemma 5.7 and 5.8.

Lemma 6.1. Suppose {z;;;1 < i < p,1 < j < j < n} are independent variables that satisfy
Assumption A and yi; = xijl|z, <p,)- Then

L1
@) ];Z(yfj - E[y%]) —0 a.s asp— .
4,J
(ii) Additionally if, + > Z:U Lz >t — 0 a.s. (or in probability), then lim sup,, — , Zx < 00

’] 7J
a.s. (or in probability).
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Proof (i) Let € > 0 be fixed. Then

[\Z yii — [yz'j]Q)!>6]§ [Zyw E[yZ]) ]
- ¥ T 2, - i)

11,82,83,i4 [=1
J1,92,33,74

As {y;;} are independent, the above inequality becomes
1
[1 >~ Elyi)] > } < Y El65 - Bl
1,J j

1 2 2 1\2(,2 2 12
#6072 Bk~ Blii ) 0k, — Blvh))):
b
Now from (2.1), as {gorn} are bounded integrable, the first term in the rhs of the above
inequality is O( I%) and the second term is O( }%) Therefore,

ZP[} Z vi; — Elyi]*)| > e} < 0.

1
Hence by Borel-Cantelli lemma, — Z(yfj - E[yfj]) —0 as. asp— oo.
p
7‘7

(ii) Observe that foj = Z (yU + ] 1[|%|>tn}) Also note that 1 ZE Yij) 25 /92 x,y) dr dy
7] ’] 7]
as n,p — oo. Then by the condition = Za: L{jz,;[>t,) — 0 a.s. (or in probability) and (i), (ii)

?-]
holds true. O

Proof of Lemma 5.7: First suppose w € P(2k) \ Sp(2k). Then from (5.4) and Lemma 5.1 in
(Bose et al., 2021), and using the fact that p/n — y > 0 as n — o0, it is easy to see that

1
( )| = lim W‘HSR(W)\ =0.

1
lim —————|1Ig )
RS n—00 P

n— 00 pr+1nb r

Now suppose w is a symmetric word with b distinct letters and (r 4+ 1) even generating vertices.
Suppose i1, i9,...,1, are the positions where new letters made their first appearances. First we fix
the generating vertices 7(i;),0 < j < b where (i) = m(0). Let

ti=7(i)+m(i—1) for 1 <i < 2k.
Now let us first consider the symmetric Reverse circulant link function.
From (5.2), w[i] = wlj] if and only if ¢; = t; (mod n). Clearly, for w, t;; = t; and for every
1<i<2k,
ti = t;; (mod n) for some j € {1,2,...,b}. (6.1)
First we fix the generating vertices m(i;), 7 =0,1,2,...,b. Let S = {n(i;) : 0 < j < b} and S’ =
{i:7(i) ¢ S}. For every i € S,
m(i) =(ti; + (i — 1)) (mod n) for some i;,j € {1,2,...,b}
i) = Z a;jm(ij) (mod n) for some oy; € Z. (6.2)
j<t
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Thus for every i € S\ {2k}, there exists unique integer m; ,, such that
1< Zaijw(ij) +min < n. (63)
j<i
As we have already fixed the generating vertices, from (6.2) and (6.3) it follows that there is a

unique choice for 7(2i — 1),1 < < k such that 2i — 1 € §’". For all 2i € §',1 <i < k, we can have
|yn| choices as 1 < 7(2i) < p and y, = p/n. Moreover, there is an additional choice if

Z a2im(15) + main < p— |ynn. (6.4)
j<2i
Next let
(i) m (i)
1)22-:7, Vi 1= for 0 <i<k,L(a) =max{m € Z}, F(a) =a— L(a).
Also let
S™={2i:2i¢ S and (6.4) holds true}. (6.5)
Now observe that from (6.3) and (6.4) it follows that for every i € S—,
F(ynLg,n(vS)) < Yn — nl, (6.6)

where Lg}n is the set of linear combinations defined in (5.24).
From (5.5) and the discussion above, it is easy to see that for a word w of length 2k,

1
R(s) (w) ’

st
=Ly 1 > )T v F(yn L] (v8)) < yn — L), 120 € So)}-
$£SoCS—

IIs

Therefore as n — oo,

1
Jim T 1

S0 @) =Ly 4 ST [y)IsT S

¢#SoCS™
/ / / F(yLi(vs)) <y — ly)) v2i € S) dvs,  (6.7)

where dvg = H?:o dv;, is the (b + 1)—dimensional Lebesgue integral on [0,1]*™ and S~ is as in
(6.5).
When y > 1, the rhs of (6.7) is positive. We next show that when y < 1, the value of the integral

fol fo fo ( Ly; Tvg)) <y — ly]) V2i € S*) dvg is positive.

First note that as y < 1,|y| = 0. Now note that we had previously established in the proof of
Part (i) of Lemma 5.6 that for certain values of vg € [0,1]°*1, 1(0 < L (vg) < 1,Vi € §') = 1. As,
{vs:0< Li(vg) <1,Vie S7} C {vs: 0 < L¥(vg) < 1,Vi € S}, for these chosen values of vg, we
have 1(0 < L (vg) < 1,¥2i € S7) = 1. Therefore, with this choice of vg € [0, 1]**,

yL2z(vS) <y<l = F(yLZZ(US)) <y.

That is, the integral fol fo fo 1(F(yLi(vs)) <y — ly]) V2i € S7) dvg is positive.
Hence the proof of Part (i) is complete
To prove Part (ii), observe that

Ex(1) =&x(j) if and only if ¢; =¢; (mod n) and
sgn(m(i) —m(i — 1)) =sgn(mw(j) —7(j — 1)) ifi and j are of same parity, or
sgn(m(i) —m(i — 1)) =sgn(w(j — 1) —7w(j)) ifi and j are of opposite parity.
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As g, (w) C s (w), if w is a word with b distinct letters but not symmetric, by Part (i),

pr%bnﬂ‘ IIg, (w)| — 0 as n — oco.
Next let w € Sy(2k) with (r+1) even generating vertices. Clearly for |€,| = r+1 and |O,,| = b—r-.
Recall the sets £, Ow, CF , €7 from (5.28), (5.29) and (5.30). Similarly we can define the func-
tions f and f#. Thus we can conclude
1

. _ k—(r+1 ST =5
Jim e M (@) =Lyl )+¢¢st [y 15"~
0CS™

1 1 1
/0/0/0 1(F(yLE (vs)) <y — ly)) V2i € So) fH (vs) dvg, (6.8)

where dvg = H?:o dv;; is the (b + 1)—dimensional Lebesgue integral on [0, 1]%*+! and S~ is as in

(6.5).
This completes the proof of Part (ii). O

Proof of Lemma 5.8: (i) First suppose w € P(2k) \ Ep(2k). Then from (5.4) and Lemma 5.2 in
(Bose et al., 2021), and using the fact that p/n — y > 0 as n — oo, it is easy to see that

nh—{%o prtinb=r

’HSC@ (W) =0 if w.

Now suppose w is an even word of length 2k with b distinct letter and (r + 1) even generating
vertices. Suppose i1,1%92,...,1 are the positions where new letters made their first appearances.
First we fix the generating vertices m(i;),0 < j < b where m(ig) = m(0). Let

si=m(t) —7m(i—1) for 1 <i<2k.
Clearly, from (5.2), w[i] = w[j] if and only if (i) = &(j). That is, |s;| = |s;| (mod n), that is,
s; = s (mod n) or s; = —s; (mod n). Thus for every i, 1 <1i < 2k,
s; = si; (mod n) or s; = —s;; (mod n), (6.9)
for some j € {1,2,...,b}. Thus, we have
m(i) = £(m(ij) —w(ij — 1)) + w(i — 1) = £s4; + 7(i — 1) (mod n) for some j. (6.10)
First we fix the generating vertices m(i;), 7 =0,1,2,...,b. Let S = {n(i;) : 0 < j < b} and S =
{i: m(i) ¢ S}. Having chosen a particular sign in (6.10), for every ¢ € S’, there is some i;,1 < j < b,
m(i) = (si; +7(i — 1)) (mod n) or m(i) = (—s;; + 7(i — 1)) (mod n)
i.e., w(i) = Zﬁijﬂ(ij) (mod n) for some {B;;} C Z. (6.11)
j<t
Thus for every i € S”\ {2k}, there exists a unique integer m; ,, such that
1< Bymlis) + mip < n. (6.12)
Jj<i
As we have already fixed the generating vertices, from (6.11) and (6.12) it follows that, there is a

unique choice for all 7(2i —1),1 < i < k such that 2 — 1 € S’. For all 2 € §',1 < i < k, we can
have |y, | choices as 1 < 7(2i) < p and y,, = p/n. Moreover, there is an additional choice if

E B2ijm(i5) + Main <D — [Yn]n. (6.13)
j<2i
Next let

V9 = Q, vyi1 = ——= for0<i<k, L(a)=max{m € Z}, F(a)=a— L(a).
p n
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Also let
ST ={2i:2i¢ S and (6.13) holds true}. (6.14)
Now observe that from (6.12) and (6.13) it follows that for every i € S,
F(ynng n(US)) < Yn — [Un], (6.15)

where LT ,, is the linear combination defined in (5.14). Now, this linear combinations vary depending
on the s1gn chosen for each s;. As we know for each block of an even word, the number of positive and
negative signs in the relations among the s;’s (i.e., the equation like ((). 0)) are equal. Therefore

there are H < Zki ) = q,, different linear combinations corresponding to each word w, where

ki,....kp are the block sizes of w.
From (5.5) and the discussion above, it is easy to see that for a word w of length 2k,

1

pr+1nb—r }HSCS (w)‘ =

e [Lyan(’"“) + > ) {vs s PlynL; , (05) <y — Ly, 1(2i € So)}!]-
¢F#£SoCS™

Therefore as n — oo,

1 k—(r+1 5-—8
e My @) o |l Y S
¢#S0CS—

/ / / F(yLs;(vs)) <y — lyl) V2i € Sp) dvs} (6.16)

When y > 1, the rhs of (6.16) is obviously positive. We next show that

/ / / F(yL3;(vs)) <y—ly]) V2i € S7) dvg >0 when y < 1.

First note that as y < 1,|y] = 0. Now note that we had previously concluded in the proof of
part (i) of Lemma 5.4 that for certain values of vg € [0, 1]+, 1(0 < LT (vs) < 1,Vi € §') = 1. As,
{vg:0< Ll (vs) <1,¥i€ S7} C {vs:0< LT (vg) < 1,Vi € S}, for these chosen values of vg, we
have 1(0 < L (vs) < 1,¥2i € S~) = 1. Therefore, with this choice of vg € [0,1]*1,

yLy;(vs) <y <1 = F(yL3;(vs)) <.

That is, the integral fol fo : fo 1(F(yL3;(vs)) <y — |y]) V2i € S7) dog is positive.
Hence the proof of part (i) is Complete
(ii) Using the same arguments as in the proof of Lemma 5.5, it follows that

nh_}ngo pr+11nbr|HSC (w)] =0 if w is not symmetric.

Next, suppose w is a symmetric word with b distinct letters and (r + 1) even generating vertices.
Also suppose the letters make their first appearances at 41,49, ..., positions in w.

Using similar arguments as (5.21) in Lemma 5.5 and (6.13) in the proof of Part (i), we have for
2i—1 € S, there is a unique choice of 7(2i — 1), once the generating vertices have been chosen. For
all 2¢ € §’,1 < i < k, we can have |y, | choices for 7(2i) as 1 < 7(2¢) < p and y,, = p/n. Moreover,
there is an additional choice for if

Z Boijm(ij) + maipn < p— [yn]n. (6.17)
j<2i
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Using the same notations and arguments as in Part (i) we have

F(ynLg;‘,n(US)) < Yn — Lynjy (6'18)
where L%; n 18 a particular set of linear combinations defined whose sign has been chosen as in (5.22),
(see proof of Lemma 5 .5). Thus we have that
1 -
lim ————— |, (w)| =y + Z |y |15~ 5ol

n—00 pr+1nb r
¢#SoCS—

/ / / F(yLy;(vs)) <y — lyl) V2i € So) dvs.  (6.19)

As in the proof of Part(i), we can show that when y < 1,

/ / / F(yL3;(vs)) <y — |y]) V2i € S7) dvg > 0.

This completes the prof of part (ii). O
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