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Abstract. We propose a new functional analytic approach to Stein’s method of exchangeable pairs that does not require the pair at hand to satisfy any approximate linear regression property. We make use of this theory in order to derive abstract bounds on the normal and Gamma approximation of certain functionals in the Wasserstein distance. Moreover, we illustrate the relevance of this approach by means of three instances of situations to which it can be applied: Functionals of independent random variables, finite population statistics and functionals on finite groups. In the independent case, and in particular for symmetric $U$-statistics, we demonstrate in which respect this approach yields systematically better bounds than those in the existing literature. Finally, we apply our results to provide Wasserstein bounds in a CLT for subgraph counts in geometric random graphs based on $n$ i.i.d. points in Euclidean space as well as to the normal approximation of Pearson’s statistic.

1. Introduction

1.1. Overview and motivation. In Stein’s method of normal approximation, one of the most prominent coupling constructions is the technique of exchangeable pairs. In a nutshell, if $W$ is a mean zero and variance one, real-valued random variable on a probability space $(\Omega, \mathcal{F}, P)$, the approach consists in the construction (maybe on an enlarged probability space) of a further random variable $W'$ such that the pair $(W, W')$ is exchangeable, i.e. such that $(W, W')$ and $(W', W)$ are identically distributed. In general, one may think of $W'$ as a small random perturbation of $W$ that still has the same probabilistic properties. This coupling has been systematically introduced in the monograph Stein (1986), where it is called auxiliary randomization, and it is also discussed in detail in the modern monograph Chen et al. (2011). One of the main reasons for the success of this approach – and its main advantage over other coupling techniques – is that, in many situations, there is a straightforward way of constructing an exchangeable pair. Although, in this work, we focus on univariate normal approximation, we mention that the method of exchangeable pairs has also been established for other univariate absolutely continuous limiting distributions (Chatterjee et al., 2011; Chatterjee and Shao, 2011; Eichelsbacher and Löwe, 2010; Döbler, 2015; Döbler and Peccati, 2010 Mathematics Subject Classification. 60F05, 60H07, 60J25, 62E20, 60G55.
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2018b) as well as for the multivariate normal distribution (Chatterjee and Meckes, 2008; Reinert and Röllin, 2009; Meckes, 2009) and some more general distributions with log-concave density Fang et al. (2019). Very recently, in Thompson (2020) a version of this method has been developed for the approximation by certain probability measures on a Riemannian manifold. Also very recently, in Kasprzak (2020); Döbler and Kasprzak (2021), versions of the exchangeable pairs approach have been developed that are suitable for providing quantitative uni- and multivariate functional central limit theorems, respectively.

Recall that the Wasserstein distance between two probability measures $P$ and $Q$ on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ with finite means can be defined by

$$d_W(P, Q) := \sup_{h \in \text{Lip}(1)} \left| \int_{\mathbb{R}} h dP - \int_{\mathbb{R}} h dQ \right|,$$

where Lip(1) denotes the class of all 1-Lipschitz functions on $\mathbb{R}$. With some abuse, for two integrable, real random variables $Y, Z$ with distributions $P$ and $Q$, respectively, we also write $d_W(Y, Z)$ for $d_W(P, Q)$ so that

$$d_W(Y, Z) = \sup_{h \in \text{Lip}(1)} \left| \mathbb{E}[h(Y)] - \mathbb{E}[h(Z)] \right|.$$

In order to obtain a general bound on the accuracy of the normal approximation of $W$, in Stein (1986) the following linear regression property or linearity condition for an exchangeable pair $(W, W')$ such that $\mathbb{E}[W] = 0$ and $\text{Var}(W) = 1$ was introduced: For some (typically small) constant $\lambda > 0$ it holds that

$$\mathbb{E}[W' - W \mid W] = -\lambda W. \quad (1.1)$$

Then, one has the following bound, which is essentially due to Stein (see Stein, 1986, Lecture 3, Theorem 1):

$$d_W(W, Z) \leq \sqrt{\frac{2}{\pi}} \left| 1 - \frac{1}{2\lambda} \mathbb{E}[(W' - W)^2 \mid W] \right| + \frac{1}{2\lambda} \mathbb{E}|W' - W|^3$$

$$\leq \sqrt{\frac{2}{\pi}} \left( \text{Var} \left( \frac{1}{2\lambda} \mathbb{E}[(W' - W)^2 \mid W] \right) \right)^{1/2} + \frac{1}{2\lambda} \mathbb{E}|W' - W|^3, \quad (1.2)$$

where, here and in what follows, $Z$ denotes a standard normal random variable. This bound implies that under condition (1.1), the normal approximation of $W$ is accurate whenever the difference $W' - W$ is reasonably small and the quantity

$$\frac{1}{2\lambda} \mathbb{E}[(W' - W)^2 \mid W]$$

is close to its expected value one.

Despite the usefulness of this bound, it was pointed out by Rinott and Rotar (1997) that condition (1.1) is quite restrictive. Thus, they suggested the following modification to it: For some constant $\lambda > 0$ and some random variable $R$ one has

$$\mathbb{E}[W' - W \mid W] = -\lambda W + R. \quad (1.3)$$

Of course, in contrast to (1.1), condition (1.3) is not really a condition, since for any choice of $\lambda > 0$, the random variable $R$ could just be defined by this equation. If (1.3) holds for the exchangeable pair $(W, W')$, then (1.2) may be replaced with the bound

$$d_W(W, Z) \leq \sqrt{\frac{2}{\pi}} \left| 1 - \frac{1}{2\lambda} \mathbb{E}[(W' - W)^2 \mid W] \right| + \frac{1}{3\lambda} \mathbb{E}|W' - W|^3 + \frac{1}{\lambda} |R|$$

$$\leq \sqrt{\frac{2}{\pi}} \left( \text{Var} \left( \frac{1}{2\lambda} \mathbb{E}[(W' - W)^2 \mid W] \right) \right)^{1/2} + \frac{1}{2\lambda} \mathbb{E}|W' - W|^3 + \frac{2}{\lambda} \sqrt{\mathbb{E}[R^2]} \quad (1.4)$$
Note that this bound can only be small if $\lambda^{-1} R$ is of negligible order (in $L^1(\mathbb{P})$). Hence, although (1.3) significantly extends the scope of applicability of the method of exchangeable pairs, the previous bound is still only useful if the linearity condition (1.1) holds at least approximately. We remark that the bounds (1.2) and (1.4) remain valid if, in (1.1)-(1.4), conditioning on $\sigma(W)$ is replaced with conditioning on some sub-$\sigma$-field $\mathcal{G} \subseteq \mathcal{F}$ such that $\sigma(W) \subseteq \mathcal{G}$.

In the present work we suggest a new functional analytic approach connected with exchangeable pairs, which does not rely on such a linearity condition as (1.1) or (1.3). The main idea behind our approach is that, associated to every exchangeable pair $(X,X')$ of random variables with values in an arbitrary measurable space $(E,\mathcal{E})$, there is a natural reversible Markov generator $L$ acting on $L^2(\mu)$, where $\mu$ is the marginal distribution of $X$. Namely, for $F \in L^2(\mu)$ we let

$$L F(x) := \mathbb{E}[F(X') - F(X) \mid X = x] = K F(x) - F(x),$$

where $K F(x) = \mathbb{E}[F(X') \mid X = x]$. Due to its reversibility, the operator $L$ satisfies a crucial integration by parts formula (see (2.6) below), which will be very useful when dealing with the terms arising from the Stein equation in replacing the central identity

$$\mathbb{E}[W f(W)] = \frac{1}{2\lambda} \mathbb{E}[(W' - W)(f(W') - f(W))] + \frac{1}{\lambda} \mathbb{E}[f(W) R]$$

for an exchangeable pair satisfying (1.3). A second cornerstone of our approach is the observation that, in practice, many exchangeable pairs of real-valued random variables are of the form $(W,W') = (F(X),F(X'))$, i.e. the pair $(W,W')$ of interest is obtained by applying a functional to an exchangeable pair $(X,X')$ on a more abstract space $(E,\mathcal{E})$. Finally, as it turns out, in many cases of interest, the space $L^2(\mu)$ is the (finite or countable) orthogonal sum of the eigenspaces of $L$ and, hence, every $F \in L^2(\mu)$ can be uniquely written as a sum (or infinite series) of eigenfunctions of $L$, i.e. the self-adjoint operator $L$ is diagonalizable. This will be illustrated by considering three standard classes of probability spaces. As will be shown below, in this terminology, the classical linear regression property then just translates to the property that the functional $F$ is an eigenfunction of $L$ with corresponding eigenvalue $\lambda$. In particular, our method encompasses the classical exchangeable pairs approach as a special case. Additionally, one of the purposes of this paper is to show that a cleverly chosen coupling $(X,X')$ (or, equivalently, operator $L$) may provide spectral decompositions with favorable properties, that relate to the structure of the problem. For example, in Subsection 3 we demonstrate in the context of product spaces that the classical Hoeffding spaces coincide with the eigenspaces of the associated operator $L$, which, in particular, is diagonalizable. In this paper, this structural information is only applied to derive bounds on distributional approximation. However, it might well be useful for other purposes, too. For instance, it was shown in Chatterjee (2007) how one can use exchangeable pairs in order to derive concentration inequalities in various models featuring dependence.

We refer to Section 2 for more details, precise statements and for the technical elaboration of our ideas. Here, we content ourselves with stating a special version of one of our abstract results, which is an immediate generalization of the bound (1.2) and whose statement does not make use of the rather operator theoretic language introduced in Section 2.

**Theorem 1.1.** Let $(E,\mathcal{E})$ be a measurable space and suppose that, on some probability space $(\Omega,\mathcal{F},\mathbb{P})$, $(X,X')$ is an exchangeable pair of $E$-valued random variables with marginal distribution $\mu$ on $(E,\mathcal{E})$. Moreover, assume that $m$ is a positive integer and that, for $1 \leq p \leq m$, $F_p \in L^2(\mu)$ is a functional such that the exchangeable pairs $(W_p,W_p') := (F_p(X),F_p(X'))$ satisfy

$$\mathbb{E}[W_p' - W_p \mid X] = -\lambda_p W_p, \quad 1 \leq p \leq m,$$
where \( \lambda_1, \ldots, \lambda_m \) are pairwise distinct positive numbers. Define \( W := \sum_{p=1}^{m} W_p \) and assume that \( \mathbb{E}[W] = 0 \) and \( \text{Var}(W) = 1 \). Then, one has the bound

\[
d_{\mathcal{N}}(W, Z) \leq \sqrt{\frac{2}{\pi}} \left( \text{Var} \left( \sum_{p,q=1}^{m} \frac{1}{2\lambda_p} \mathbb{E} \left[ (W'_p - W_p)(W'_q - W_q) \mid X \right] \right) \right)^{1/2} + \frac{1}{2} \sum_{p,q,r=1}^{m} \lambda_p^{-1} \mathbb{E} \left[ (W'_q - W_q)(W'_r - W_r) \mid W'_p - W_p \right],
\]

where \( Z \) is a standard normal random variable.

Theorem 1.1, which is extracted from Corollary 2.11 below, is proved by using the functional analytic framework developed in this paper. We remark that it may also be derived by using classical exchangeable pairs tricks, which, of course, suffices for applying its statement. However, as it has only been found by exploiting the operator theoretic interpretation of exchangeable pairs, it appears justified to also present the theory leading to its discovery. Moreover, the more general Theorem 2.8 as well as the content of Subsection 2.3 genuinely depend on the functional analytic framework and results of Section 2. Finally, the decompositions of three important classes of probability spaces into eigenspaces of the corresponding operator \( L \) obviously depend on the abstract framework as well.

1.2. Further links to the existing literature on Stein’s method. Apart from the obvious connection to the exchangeable pairs approach highlighted above, the present paper is also closely related to the part of Stein’s method that deals with the distributional approximation of functionals of the invariant measure of some reversible Markov generator. This line of research was initiated by Nourdin and Peccati in the seminal paper Nourdin and Peccati (2009), which deals with the normal and Gamma approximation of smooth functionals of an abstract Gaussian process \( X \). In Nourdin and Peccati (2009) the operator \( L \) is the infinite-dimensional Ornstein-Uhlenbeck generator whose invariant measure is given by the law of \( X \). However, the methodology of Nourdin and Peccati (2009) largely depends on the well established Malliavin calculus and Wiener-Itô chaos decomposition on Gaussian spaces. In particular, it relies on the Malliavin partial integration formula as well as on the relationship \( L = -\delta D \) between the three Malliavin operators. More recently however, in the papers Ledoux (2012); Azmoodeh et al. (2014) it has been demonstrated how, in the more general case of a diffusive Markov generator \( L \), one can (for certain purposes) dispense with the Malliavin operators \( \delta, D \) and still carry out a similar analysis as in Nourdin and Peccati (2009). This is possible by resorting to a different integration by parts formula that rather involves the carré du champ operator \( \Gamma \) associated to \( L \) than the Malliavin operators \( D \) and \( \delta \). This operator \( \Gamma \) is defined for suitable functionals by

\[
\Gamma(F,G) := \frac{1}{2} \left( L(FG) - FLG - GLF \right)
\]

and \( L \) is called diffusive if

\[
\Gamma(\psi(F), G) = \psi'(F)\Gamma(F,G)
\]

for smooth functions \( \psi \) (see e.g. Bakry et al., 2014). The integration by parts formula in this setting then reads

\[
\int_E FLG \, d\mu = -\int_E \Gamma(F,G) \, d\mu,
\]

where \( \mu \) is the invariant distribution of \( L \). Moreover, in typical situations, the Wiener-Itô chaos decomposition of functionals of \( X \) may be replaced by the decomposition of the space \( L^2(\mu) \) into eigenspaces of \( L \).

Despite the existence of Malliavin structures on the Poisson space and for general Rademacher sequences, this spectral viewpoint, and in particular the carré du champ integration by parts formula,
were key to investigating the so-called fourth moment phenomenon on such discrete spaces Döbler and Peccati (2018a); Döbler et al. (2018); Döbler and Krokowski (2019). Without going into detail we remark that, due to their discrete nature, the Ornstein-Uhlenbeck generators in the Poisson and Rademacher settings are not diffusive and that an essential part of the technicality in the papers Döbler and Peccati (2018a); Döbler and Krokowski (2019) dealt with controlling their non-diffusiveness.

The operator $L$ defined in (1.5) is also non-diffusive and we will see in Section 2 how we can measure its non-smoothness. As in the papers Döbler and Peccati (2018a); Döbler and Krokowski (2019), this will be done via an alternative expression for \( \Gamma(F, G) \).

As in the diffusive situation it is important to understand under what assumptions there exists a pseudo-inverse \( L^{-1} \) to \( L \). This is equivalent to the question, under which additional condition, the image of \( L \) is equal to the entire subspace of mean zero functionals in \( L^2(\mu) \). In Section 2 we will see that this holds whenever the operator \( L \) satisfies a Poincaré inequality, which in turn is equivalent to \( L \) having a spectral gap. In practice, this condition will most often be easily verified. Moreover, we will explain how this observation answers an old question raised in Stein’s monograph Stein (1986).

The theory developed here may further be linked to the continuous version of exchangeable pairs as developed in Meckes (2006) and also in Chatterjee and Meckes (2008); Döbler et al. (2018). In this framework, roughly, a family \( (W_t,W_{t'}) \), \( t > 0 \) of \( \mathbb{R}^d \)-valued random variables is considered that, among other conditions, satisfies some continuous linear regression property. In a similar setting as the one considered here and despite the fact that the operator \( L \) in (1.5) is necessarily non-diffusive, a certain scaling might lead to a diffusive limiting generator. Roughly, if a whole family \( (X,X_t), t > 0 \), of exchangeable pairs on the abstract space \( (E,\mathcal{E}) \) may be suitably constructed, then the scaled generators \( L_t \), defined by

\[
L_t F(x) := \frac{1}{t} \mathbb{E}[F(X_t) - F(X) \mid X = x] = \frac{K_tF(x) - F(x)}{t}, \quad t > 0,
\]

might converge in a certain sense to a limiting generator \( L \) as \( t \to 0 \) (or \( t \to \infty \)). If the family \( (X,X_t), t > 0 \), has certain continuity properties in the sense of Meckes (2006); Chatterjee and Meckes (2008), then the resulting generator \( L \) should be diffusive. However, this is not the only possible scenario. In fact, the exchangeable pairs \( (X,X_t) = (\eta_t,\eta'_t), \quad t > 0 \), of abstract Poisson point processes constructed in Döbler et al. (2018) instead yield a family \( (L_t)_{t>0} \) which “converges” to the Ornstein-Uhlenbeck generator \( L \) on the Poisson space, which itself is non-diffusive. This has implicitly been exploited in Döbler et al. (2018), which, however, only considered particular “pointwise” limits of \( L_t F \), where \( F = I^0_q(f) \) is a Wiener-Itô-integral of order \( q \in \mathbb{N} \) on the Poisson space and as such is itself an eigenfunction of \( L \). A similar construction has been used in Nourdin and Zheng (2019) to give an exchangeable pairs proof of the (quantitative) fourth moment theorem for multiple Wiener-Itô-integrals with respect to a Gaussian process, which, again, are exact eigenfunctions of the limiting Ornstein-Uhlenbeck generator with respect to the Gaussian process under consideration. The latter two examples demonstrate that, although the operator \( L_t \) is bounded for each fixed \( t > 0 \) (as will be shown in Section 2), the resulting limit \( L \) might be unbounded and, hence, not be defined on all of \( L^2 \). From an applications point of view, going from finite limits of \( L_t F \) to eigenfunctions \( F \) of \( L \) to operator limits \( L_t \to L \) might be similarly fruitful as is extending the exchangeable pairs approach beyond the linear case that is achieved in the present paper. For instance, in the thesis Meckes (2006) the author studies the normal approximation to eigenfunctions of the Laplacian on a compact manifold as an application. An extension of the continuous version of exchangeable pairs in the above described way might therefore allow to investigate the normal approximation of more general functions on the manifold. Although the previous literature so far has thus only dealt with the limits of \( (L_t)_{t>0} \) when applied to an eigenfunction of the “limit” \( L \), we prefer to consider the...
interesting problem of formally investigating the convergence of \((L_t)_{t>0}\) to \(L\) (on an operator level) a separate project for future work.

Finally, we would like to stress that, actually, the theory developed in this paper provides bounds on the normal approximation of functionals \(F \in L^2(\mu)\), whenever \((E,\mathcal{E},\mu)\) is a probability space such that \(\mu\) is the reversible distribution of a certain Markov kernel \(K : E \times \mathcal{E} \to \mathbb{R}\). In particular, the whole framework could have been phrased uniquely in terms of the data \(\mu\) and \(K\) (or \(L = K - \text{Id}\)), without explicitly mentioning any exchangeable pair \((X,X')\). We refrained from doing so for mainly two reasons: Firstly, by keeping the familiar exchangeable pairs terminology, our results are more easily comparable to the existing theory that it extends. Secondly, and more importantly in fact, given \(\mu\) (i.e. the distribution of \(X\)) there might be many possible choices for the reversible kernel \(K\) and the first step consists in choosing an appropriate one for the problem at hand. In fact, in practice one is usually just given a single random variable \(W = F(X)\) and, as it turns out, in many situation there is a natural way to construct an \(X'\) such that \((X,X')\) is exchangeable, which then automatically leads to the kernel \(K\). Hence, this form of presentation also appears more honest from an applications point of view.

1.3. Structure of the paper. The paper is structured as follows. In Section 2 we describe and investigate the fundamental theoretical framework and state our main abstract results on normal approximation in this context. Moreover, we essentially solve a long-standing problem in the context of exchangeable pairs posed by Stein (1986). In Section 3 we consider product probability spaces. For functionals on such spaces, we derive bounds on the normal approximation in descending levels of generality, from general functionals of independent random variables to symmetric functionals of i.i.d. variables to symmetric \(U\)-statistics. Next, in Section 4 we apply our bounds to derive rates of convergence on the Wasserstein distance for two examples of statistics: the normalized subgraph counts in geometric random graphs and Pearson’s well-known chi-square statistic, which may in fact be asymptotically normal when the number of classes diverges to infinity with the sample size. In Section 5 we provide the proofs of several technical results in the paper. In Appendix A we demonstrate by means of the centered Gamma distribution, how our general strategy can be extended to other absolutely-continuous distributions and, in Appendices B and C, we indicate how a natural exchangeable pair structure may be used for the analysis of finite population statistics and functionals of finite groups equipped with the uniform distribution, respectively.
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2. Setup and main abstract results

2.1. Basic setup and assumptions. In this subsection we carefully introduce the objects and the notation needed in what follows. Our basic assumption is that \((E,\mathcal{E},\mu)\) is a given probability space and that, on some other probability space \((\Omega,\mathcal{F},\mathbb{P})\), we can construct an exchangeable pair \((X,X')\) of \(E\)-valued random variables such that \(\mathbb{P} \circ X^{-1} = \mu\). Moreover, for technical reasons we will assume that a regular conditional distribution \(K\) of \(X'\) given \(X\) exists, i.e. that there is a Markov kernel \(K : E \times \mathcal{E} \to [0,1]\) from \((E,\mathcal{E})\) to \((E,\mathcal{E})\) such that for all \(B \in \mathcal{E}\)

\[K(X, B) = \mathbb{P}(X' \in B \mid X) \text{ \(\mathbb{P}\)-a.s.}\]

This holds for example, whenever \((E,\mathcal{E})\) is a Borel space.
In what follows we will sometimes write $E_\mu$, $\text{Var}_\mu$ and $\text{Cov}_\mu$ for the expectation, the variance and the covariance taken with respect to $\mu$, whereas we reserve the symbols $\mathbb{E}$, $\text{Var}$ and $\text{Cov}$ for the respective operators with respect to $\mathbb{P}$.

Given the exchangeable pair $(X, X')$ with marginal distribution $\mu$, we suggest the following probabilistic construction of an operator $L : L^2(\mu) \to L^2(\mu)$. For $x \in E$ we define

$$LF(x) := \mathbb{E}[F(X') - F(X) \mid X = x] = \mathbb{E}[F(X') \mid X = x] - F(x),$$

i.e. $L = K - \text{Id}$, where we use the standard notation

$$KF(x) := \int_E F(y)K(x, dy)$$

and denote by $\text{Id}$ the identity operator on $L^2(\mu)$. From well-known properties of the conditional expectation it is easy to see that $L$ is indeed well-defined, i.e. if $F \in L^2(\mu)$ then $LF$ is again in $L^2(\mu)$ and a simple computation shows that $\|LF\|_{L^2(\mu)} \leq 2\|F\|_{L^2(\mu)}$. In particular, $L$ is a bounded linear operator on $L^2(\mu)$. Note further that $L$ really depends on the choice of the exchangeable pair $(X, X')$ (or the Markov kernel $K$) and not just on the probability measure $\mu = \mathbb{P} \circ X^{-1}$. Since $L = K - \text{Id}$ we can always consider $L$ as the infinitesimal generator of a Markov jump process $(X_t)_{t \geq 0}$, see Equation (2.1) in Chapter 4 of Ethier and Kurtz (1986), which will be important in the sequel. Moreover, in Ethier and Kurtz (1986, Chapter 4), the following well-known probabilistic construction of $(X_t)_{t \geq 0}$ is also given: Let $(Y(n))_{n \in \mathbb{N}_0}$ be a discrete time Markov chain on $(E, \mathcal{E})$ with transition kernel $K$ and let $(N_t)_{t \geq 0}$ be a homogeneous Poisson process on $[0, \infty)$ with rate 1 which is independent of $(Y(n))_{n \in \mathbb{N}_0}$. Then, the process $(X_t)_{t \geq 0}$ with $X_t := Y(N_t)$, $t \geq 0$, is a Markov jump process which has infinitesimal generator $L$. Furthermore, if we define the kernels $K^{(n)}$, $n \in \mathbb{N}_0$ by $K^{(0)}(x, B) := 1_B(x)$, $K^{(1)} := K$ and, inductively, by

$$K^{(n+1)}(x, B) := \int_E K^{(n)}(y, B)K(x, dy), \quad n \geq 1,$$

then the semigroup $(T_t)_{t \geq 0}$ belonging to $(X_t)_{t \geq 0}$ is given on $F \in L^2(\mu)$ by

$$T_tF(x) = e^{-t} \sum_{n=0}^{\infty} \frac{t^n}{n!} \int_E F(y)K^{(n)}(x, dy) = e^{-t} \sum_{n=0}^{\infty} \frac{t^n}{n!} (K^{(n)}F)(x),$$

where the limit is to be understood in the $L^2(\mu)$-sense. Note that, in general, the domain $\text{dom} A$ of the generator $A$ of a (strongly continuous) semigroup $(T_t)_{t \geq 0}$ of bounded linear operators on a Banach space $B$ is only a dense subset of $B$ on which $A$ acts as a closed operator. In particular, $A$ is an unbounded operator, whenever $\text{dom} A \subsetneq B$ (see e.g. Ethier and Kurtz, 1986, Chapter 1).

On the contrary, as remarked above, the operator $L$ defined by (2.1) is always a bounded operator with $\text{dom} L = L^2(\mu)$ so that we need not worry about domains. Note that the operator $L$ given by (2.1) also defines a bounded operator on $L^1(\mu)$ such that $\|LF\|_{L^1(\mu)} \leq 2\|F\|_{L^1(\mu)}$ for $F \in L^1(\mu)$. This will be used implicitly in the sequel.

Recall that the probability measure $\mu$ is called reversible with respect to $L$, if for all $F, G \in L^2(\mu)$ the identity

$$\int_E G(LF)d\mu = \int_E F(LG)d\mu$$

holds. Alternatively, this just means that $L$ is a (bounded) self-adjoint operator with domain $L^2(\mu)$. This property will be stated in Theorem 2.1 below. Since in our situation $L1 = 0$, (2.2) implies the invariance of $L$ with respect to $\mu$, i.e. for all $F \in L^2(\mu)$

$$\int_E LFd\mu = 0.$$
For such an operator $L$ we define the corresponding symmetric and bilinear \textit{carré du champ} operator $\Gamma : L^2(\mu) \times L^2(\mu) \to L^1(\mu)$ by

\[ \Gamma(F, G) := \frac{1}{2} (L(FG) - F(LG) - G(LF)). \]  

(2.4)

We write $\Gamma(F) := \Gamma(F, F)$ for short. Reversibility and an explicit formula for $\Gamma$ are provided by the following result.

\textbf{Theorem 2.1.} Under the above assumptions, the linear operator $L$ defined by (2.1) satisfies $L1 = 0$ and $\mu$ is reversible with respect to $L$. Furthermore, the \textit{carré du champ} $\Gamma$ associated to $L$ is given by

\[ \Gamma(F, G)(x) = \frac{1}{2} \mathbb{E} \left[ (F(X') - F(X))(G(X') - G(X)) \mid X = x \right] 
= \frac{1}{2} \int_E (F(y) - F(x))(G(y) - G(x))K(x, dy). \]

Proof: We have already observed that $L$ is well-defined, i.e. maps into $L^2(\mu)$, linear and satisfies $L1 = 0$. To show reversibility let $F, G \in L^2(\mu)$. Then, as $\mathbb{P} \circ X^{-1} = \mu$,

\[ \int_E G(LF)d\mu = \mathbb{E}[G(X)(LF(X))] = \mathbb{E}[G(X)(\mathbb{E}[F(X)|X] - F(X))] 
= \mathbb{E}[\mathbb{E}[G(X)F(X')|X]] - \mathbb{E}[G(X)F(X)] 
= \mathbb{E}[G(X)F(X')] - \mathbb{E}[G(X)F(X)], \]

(2.5)

where we have used exchangeability to obtain the last identity. Now, by the same computation with $F$ and $G$ interchanged, we find that

\[ \int_E F(LG)d\mu = \mathbb{E}[F(X)G(X')] - \mathbb{E}[G(X)F(X)], \]

proving the reversibility of $\mu$ with respect to $L$. It remains to derive the precise representation of the \textit{carré du champ} operator $\Gamma$. By definition we have

\[ 2\Gamma(F, G)(x) = L(FG)(x) - F(x)LG(x) - G(x)LF(x) 
= K(FG)(x) - F(x)G(x) - F(x)KG(x) + F(x)G(x) - G(x)KF(x) + F(x)G(x) 
= K(FG)(x) - F(x)KG(x) - G(x)KF(x) + F(x)G(x) 
= \mathbb{E}[G(X')(F(X') - F(x)) \mid X = x] - G(x)\mathbb{E}[F(X') - F(x) \mid X = x] 
= \mathbb{E}[(G(X') - G(x))(F(X') - F(x)) \mid X = x]. \]

This concludes the proof. \hfill \Box

Since $\mu$ is reversible with respect to $L$, using (2.2) and (2.3), we then conclude the following important \textit{integration by parts formula}: For all $F, G \in L^2(\mu)$

\[ \int_E \Gamma(F, G)d\mu = -\int_E G(LF)d\mu = -\int_E F(LG)d\mu. \]

(2.6)

\textbf{Corollary 2.2.} Under the assumptions of Theorem 2.1 we have for every $F \in L^2(\mu)$ that $\Gamma(F) \geq 0$ pointwise. This implies that $-L$ is a bounded, positive and self-adjoint operator on $L^2(\mu)$, where positivity means that

\[ \int_E F(-LF)d\mu \geq 0 \]

holds for all $F \in L^2(\mu)$.
Proof: We already know that \(-L\) is a self-adjoint operator because \(\mu\) is reversible with respect to it. Further, for \(F \in L^2(\mu)\) and \(x \in E\) we have
\[
\Gamma(F)(x) = \mathbb{E}\left[ (F(X') - F(X))^2 \mid X = x \right] \geq 0.
\]
Hence, the integration by parts formula (2.6) yields
\[
0 \leq \int_E \Gamma(F)d\mu = \int_E F(-LF)d\mu.
\]
\[\square\]

Remark 2.3.

(a) If we only assumed that \(X\) and \(X'\) were identically distributed, then, as
\[
\int_E LFd\mu = \mathbb{E}[LF(X)] = \mathbb{E}\left[ \mathbb{E}[F(X') - F(X) \mid X] \right] = \mathbb{E}[F(X') - F(X)] = 0,
\]
the measure \(\mu\) would still be invariant but in general no longer reversible with respect to \(L\). In particular, the integration by parts formula (2.6), which will be crucial for our further analysis, would no longer hold. Thus, we emphasize that the exchangeability assumption is really essential for what follows. In contrast, in Röllin (2008) a method has been developed that allows one to reduce the condition of exchangeability of \((W, W')\) to the identity of distributions \(\mathcal{L}(W') = \mathcal{L}(W)\), if either (1.1) or (1.3) holds. This strategy can be successfully adapted to most cases of approximation by a univariate absolutely continuous distribution (see e.g. Döbler and Peccati, 2018b for further examples). As can be seen from the proofs in Röllin (2008), the (approximate) linearity of the exchangeable pair is crucial for this strategy to be successful. In Reinert and Röllin (2009) it is moreover explained, why assuming identical distributions is not sufficient in the general exchangeable pairs approach for multivariate normal approximation.

(b) The quantity
\[
\mathcal{E}(F, G) := \int_E \Gamma(F)d\mu = \int_E F(-LF)d\mu
\]
is usually called the energy of the functional \(F\) and the symmetric, bilinear mapping \(\mathcal{E}\) with
\[
\mathcal{E}(F, G) = \int_E \Gamma(F, G)d\mu = -\int_E FLGd\mu
\]
is the Dirichlet form associated to \(L\) (or \(\Gamma\)). From Theorem 2.1 we obtain the formula
\[
\mathcal{E}(F, G) = \frac{1}{2} \int_E \int_E (F(y) - F(x))(G(y) - G(x))K(x, dy)\mu(dx),
\]
which reduces to the well-known expression
\[
\mathcal{E}(F, G) = \frac{1}{2} \sum_{x, y \in E} (F(y) - F(x))(G(y) - G(x))\mu(x)K(x, y)
\]
for countable state spaces \(E\) (see e.g. Diaconis and Stroock, 1991).

For the development of our general theory it is important to find conditions under which the operator \(L\) allows for a pseudo-inverse \(L^{-1}\). In order to do this, we will make use of the fact that \(L\) is the generator of a continuous-time Markov process \((X_t)_{t \geq 0}\) as above.

Recall that the operator \(L\) and also the Markov process \((X_t)_{t \geq 0}\) are called ergodic, if, for \(F \in L^2(\mu)\), \(LF = 0\) implies that \(F\) is \(\mu\)-a.e. equal to a constant \(c \in \mathbb{R}\), i.e. if the kernel \(\ker(L)\) of \(L\) coincides with the class of \(\mu\)-a.e. constant functions on \(E\). It is well-known that, for the generator \(L\) of a Markov process \((X_t)_{t \geq 0}\) which has a reversible probability distribution \(\mu\), ergodicity of \(L\) is equivalent to
\[
\lim_{t \to \infty} T_t F = \lim_{t \to \infty} \mathbb{E}\left[ F(X_t) \mid X_0 = (\cdot) \right] = \int_E Fd\mu \quad \text{in} \ L^2(\mu)
\]
for each $F \in L^2(\mu)$. By Proposition 2.3 (b) of Bhattacharya (1982) ergodicity of $(X_t)_{t \geq 0}$ is also equivalent to the condition that the image $\text{im}(L)$ be dense in $\ker(E_\mu) = \{1\} \perp$. Furthermore, by Proposition 2.3 (c') of the same paper Bhattacharya (1982), under the assumption of ergodicity we have $\text{im}(L) = \ker(E_\mu) = \{1\} \perp$ if and only if $L$ has a spectral gap, i.e. if $0$ is an isolated point of the spectrum

$$\text{spec}(L) := \{ \lambda \in \mathbb{R} : (L - \lambda \text{Id})^{-1} \text{ does not exist as a bounded operator on } L^2(\mu) \}.$$ 

The existence of a spectral gap for a generator $L$ of a Markov semigroup with stationary distribution $\mu$ is in turn equivalent to the condition that a Poincaré inequality for $\mu$ holds, i.e. that there is a $c \in [0, \infty)$ such that for all $F \in L^2(F)$ we have

$$\text{Var}_\mu(F) \leq cE_\mu[\Gamma(F, F)] = c\mathcal{E}(F, F),$$

where $\Gamma$ is the carré du champ associated to $L$ via (2.4), see e.g. Bakry et al. (2014). Note that for the generator $L$ given by (2.1), Theorem 2.1 implies that inequality (2.7) can be written as

$$\text{Var}(F(X)) \leq \frac{c}{2}E[(F(X') - F(X))^2].$$

(2.8)

Hence, we state the following natural assumption that will be needed for certain results.

**Assumption 2.4.** The operator $L$ given by (2.1) is ergodic, i.e. its kernel $\ker(L)$ only consists of the $\mu$-a.e. constant functions. Furthermore, $L$ has a spectral gap at 0 and we denote by $c^* \in (0, \infty)$ its Poincaré constant, i.e. the smallest possible constant $c$ such that (2.8) holds for all $F \in L^2(\mu)$.

If Assumption 2.4 holds, then

$$L_{\{1\} \perp} : \{1\} \perp \to \{1\} \perp$$

is a bijective and bounded linear operator whose image $\{1\} \perp = \ker(E_\mu)$ is a closed subspace of $L^2(\mu)$. Hence, its inverse $L_{\{1\} \perp}^{-1}$ exists as an operator on $\{1\} \perp$ and, as a consequence of the open mapping theorem, it is bounded. We can extend it to an operator $L^{-1}$ on all of $L^2(\mu)$, called the pseudo-inverse of $L$, by defining

$$L^{-1}G := L_{\{1\} \perp}^{-1}(G - E_\mu[G]), \quad G \in L^2(\mu).$$

Then, $L^{-1}$ has the same operator norm as $L_{\{1\} \perp}^{-1}$. Indeed, if we denote the latter by $M$, then for all $G \in L^2(\mu)$ we have

$$\|L^{-1}G\|_{L^2(\mu)} = \|L^{-1}(G - E_\mu[G])\|_{L^2(\mu)} \leq M\|G - E_\mu[G]\|_{L^2(\mu)} \leq M\|G\|_{L^2(\mu)}.$$

(2.9)

Note that $-L^{-1}$ is formally given as the potential kernel of the Markovian kernel $K$, i.e.

$$-L^{-1} = \sum_{n=0}^{\infty} K^{(n)}.$$

However, the convergence of the right hand side is in general an issue, in particular for infinite or even uncountable state spaces $E$. The thesis Chatterjee (2005) gives conditions in terms of the potential kernel guaranteeing that, for a given function $f$, there is an antisymmetric function $F$ on $E \times E$ such that $f(x) = E[F(X, X')|X = x]$. This is precisely the problem discussed and solved in Subsection 2.3.

As in the diffusive framework (see Ledoux, 2012; Azmoodeh et al., 2014), we have the following covariance lemma that, for our purposes, is useful for rewriting Stein identities.

**Lemma 2.5.** Let $F, G \in L^2(\mu)$. Then, we have

$$\text{Cov}_\mu(F, G) = E_\mu[\Gamma(G, -L^{-1}F)].$$

In particular,

$$\text{Var}_\mu(F) = E_\mu[\Gamma(F, -L^{-1}F)].$$
In particular, we have that 
\[ \text{Cov}_\mu(F, G) = E_\mu[G(F - E_\mu[F])] = E_\mu[G(LL^{-1}F)] = -E_\mu\left[\Gamma(G, L^{-1}F)\right] = E_\mu\left[\Gamma(G, -L^{-1}F)\right]. \]

Recall that, if \( \mathcal{A} \) is the infinitesimal generator of a Markov diffusion, then for each smooth enough function \( \psi \) and all \( F, G \in \mathcal{A} \), where \( \mathcal{A} \) is a dense sub-algebra of \( \text{dom} A \), and the associated carré du champ \( \Gamma_A \) we have
\[ \Gamma_A(\psi(F), G) = \psi'(F)\Gamma_A(F, G). \tag{2.10} \]

Due to its discrete construction, the operator \( L \) from Theorem 2.1 is not diffusive in the sense of (2.10) but it might be close enough to being so in the sense that its non-diffusiveness may be controlled. For a sufficiently smooth function \( \psi \), let us thus define a remainder term \( R_\psi(F, G) \) by
\[ R_\psi(F, G) := \Gamma(\psi(F), G) - \psi'(F)\Gamma(F, G). \tag{2.11} \]

If \( F = G \), then we write \( R_\psi(F) := R_\psi(F, F) \). Suppose now that \( \psi \) is a continuously differentiable function on \( \mathbb{R} \) whose derivative \( \psi' \) is Lipschitz-continuous. Then, using Taylor’s formula, for \( x \in E \) we have
\[ \Gamma(\psi(F), G)(x) = \frac{1}{2}E\left[ (\psi(F(x')) - \psi(F(x))) (G(X') - G(X)) \mid X = x \right] \]
\[ = \frac{1}{2}E\left[ \psi'(F(x)) (F(x') - F(x)) (G(X') - G(X)) \mid X = x \right] + \frac{1}{2}E\left[ r_\psi(F(x), F(x') - F(x)) (G(X') - G(X)) \mid X = x \right] \]
\[ = \psi'(F(x))\Gamma(F, G)(x) + \frac{1}{2}E\left[ r_\psi(F(x), F(x') - F(x)) (G(X') - G(X)) \mid X = x \right], \]
where
\[ r_\psi(x, y) := \psi(x + y) - \psi(x) - \psi'(x)y = \int_0^y (y - s)\psi''(x + s)ds \]
satisfies
\[ |r_\psi(x, y)| \leq \frac{\|\psi''\|_\infty}{2}y^2, \quad x, y \in \mathbb{R}, \]
and
\[ \|\psi''\|_\infty := \sup_{x \neq y} \frac{|\psi'(y) - \psi'(x)|}{|y - x|} \]
denotes the smallest Lipschitz constant of \( \psi' \). Hence, for such a function \( \psi \), we obtain that
\[ |R_\psi(F, G)(x)| \leq \frac{\|\psi''\|_\infty}{4}E\left[ |G(X') - G(X)| (F(X') - F(X))^2 \mid X = x \right], \quad x \in E. \tag{2.12} \]

In particular, we have
\[ |R_\psi(F)(x)| \leq \frac{\|\psi''\|_\infty}{4}E\left[ |F(X') - F(X)|^3 \mid X = x \right], \quad x \in E. \tag{2.13} \]

The next subsection provides our new abstract findings on normal approximation. We have chosen to present our results both in abstract terms of operators and functionals as well as in terms of exchangeable pairs. For this purpose the following lemma, which is a direct generalization of Döbler and Peccati (2017, Lemma 2.2), will be very useful.
Lemma 2.6 (Proof in Subsection 5.1). Assume that $F \in L^4(\mu)$. Then, the following identity holds true:

$$
\mathbb{E}[(F(X') - F(X))^4] = 4\left( E_{\mu}[F^3L] + 3E_{\mu}[F^2\Gamma(F,F)] \right)
= 4\left( 3E_{\mu}[F^2\Gamma(F,F)] - E_{\mu}[\Gamma(F^3,F)] \right).
$$

If, moreover, $F$ is an eigenfunction of $-L$ corresponding to the eigenvalue $\lambda > 0$, then

$$
\mathbb{E}[(F(X') - F(X))^4] = 4\lambda \left( 3E_{\mu}[F^2\lambda^{-1}\Gamma(F,F)] - E_{\mu}[F^4] \right).
$$

Remark 2.7. Note that, if $L$ were diffusive, then the terms on the right hand sides in Lemma 2.6 would be equal to zero. Hence, if it is close enough to being diffusive, then one should at least be able to control the size of these quantities.

2.2. Normal approximation results. In this subsection we give the main abstract results on normal approximation of this paper and relate them to existing ones. The proofs are generally deferred to Section 5 in order to increase the readability.

From now on, we denote by $\gamma$ the standard normal distribution on $\mathbb{R}$ and by $\phi$ we denote its continuous density function, i.e.

$$
\phi(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \quad \text{and} \quad \gamma(dx) = \phi(x)dx.
$$

In what follows we make use of Stein’s method in order to estimate the Wasserstein distance of the distribution of a given random variable $F \in L^2(\mu)$ to $\gamma$. Thus, for $h \in \text{Lip}(1)$ consider the corresponding standard normal Stein equation

$$
\psi'(x) - x\psi(x) = h(x) - \gamma(h),
$$

where we write $\gamma(h) = \int h \, d\gamma$. It is well-known (see e.g. Chen et al., 2011) that the function $\psi_h$ given by

$$
\psi_h(x) = \frac{1}{\phi(x)} \int_{-\infty}^{x} (h(t) - \gamma(h)) \phi(t) dt, \quad x \in \mathbb{R},
$$

is a bounded, continuously differentiable solution to (2.14) such that both $\psi_h$ and $\psi'_h$ are Lipschitz-continuous. More precisely, one has that

$$
\|\psi_h\|_{\infty} \leq 1, \quad \|\psi'_h\|_{\infty} \leq \sqrt{\frac{2}{\pi}} \quad \text{and} \quad \|\psi''_h\|_{\infty} \leq 2.
$$

The following theorems provide upper bounds on the quantity $d_W(\mu \circ F^{-1}, \gamma)$ for general random variables $F \in L^2(\mu)$. We will always assume that

$$
E_{\mu}[F] = 0 \quad \text{and} \quad \text{Var}_{\mu}(F) = E_{\mu}[F^2] = 1.
$$

Theorem 2.8 (Proof in Subsection 5.2). Assume that Assumption 2.4 holds. Then, for $F \in L^3(\mu)$ satisfying (2.17) we have the bound

$$
d_W(\mu \circ F^{-1}, \gamma) \leq \sqrt{\frac{2}{\pi}} E_{\mu}[1 - \Gamma(F, -L^{-1}F)]
+ \frac{1}{2} E \left[ \left| L^{-1}F(X') - L^{-1}F(X) \right| \left( F(X') - F(X) \right)^2 \right].
$$

If, in fact $F \in L^4(\mu)$, then one has the further bound

$$
d_W(\mu \circ F^{-1}, \gamma) \leq \sqrt{\frac{2}{\pi}} \sqrt{\text{Var}_{\mu}(\Gamma(F, -L^{-1}F))}
+ \sqrt{-E_{\mu}[FL^{-1}F]} \sqrt{E_{\mu}[F^2L] + 3E_{\mu}[F^2\Gamma(F,F)]}.
$$
Non-linear exchangeable pairs

Remark 2.9.

(a) In view of Remark 2.7 the abstract bound (2.19) in Theorem 2.8 can be interpreted as follows: The functional $F$ is approximately standard normally distributed, whenever $\Gamma(F, -L^{-1}F)$ is close to its expected value 1 and if $L$ is not too far from being diffusive. Note that the latter condition rather concerns the exchangeable pair $(X, X')$ than the functional $F$ itself. Hence, it is not surprising that the same condition (or term) appears when approximating by other distributions (see Appendix A below). Typically, in such cases the first condition must be replaced by demanding that $\Gamma(F, -L^{-1}F)$ be close to some non-constant polynomial $\tau(F)$, i.e. to the Stein kernel of the respective limiting distribution.

(b) Note that the remainder term $R_{\psi}$, which measures the non-diffusiveness of $L$, defined at (2.11) only enters the bounds in Theorem 2.8 via its estimates (2.12) and (2.13). This is because these estimates are universal for all functions $\psi$ relevant to the Wasserstein distance, as can bee seen from the proofs. Moreover, they are conveniently handled in practice. This remark also applies to the further bounds on normal approximation below.

(c) In this paper we focus on normal approximation bounds in terms of the Wasserstein distance. For several applications, in particular those motivated by statistics, the Kolmogorov distance, which is the supremum norm distance between the involved distribution functions, is more natural. In Stein’s method it is in general much more difficult to provide bounds on the Kolmogorov distance, which are of the same order as the Wasserstein bounds. This is because the solution to the Stein equation for the Kolmogorov distance does not have a Lipschitz derivative and this lack of smoothness needs to be addressed by a separate means. In certain scenarios people have been succesful in providing Kolmogorov bounds of the same order as for the Wasserstein distance (see e.g. Chen and Shao, 2004; Schulte, 2016; Döbler and Peccati, 2018a; Döbler and Krokowski, 2019). However, in the exchangeable pairs approach, even under the (approximate) linearity condition (1.3), to date Kolmogorov bounds of a comparable order as for the Wasserstein distance have only been obtained under additional assumptions, like the boundedness of the difference $W' - W$ or some extra sign conditions (see e.g. Rinott and Rotar, 1997; Shao and Zhang, 2019). Thus, we consider obtaining comparable bounds on the Kolmogorov distance an (important) separate problem for future work on the topic.

The following result is most useful for applications. Below, we explain in which respect it is an essential and practical generalization of known "plug-in results" for exchangeable pairs satisfying a linear regression property.

Theorem 2.10 (Proof in Subsection 5.3). Assume that $F \in L^3(\mu)$ satisfying (2.17) can be written as $F = \sum_{p=1}^{m} F_p$, where $m \in \mathbb{N}$ and $F_p \in \ker(L + \lambda_p \text{Id})$ are eigenfunctions corresponding to pairwise distinct eigenvalues $\lambda_p > 0$ of $-L$, $p = 1, \ldots, m$. Then, we have the bound

$$d_{W}(\mu \circ F^{-1}, \gamma) \leq \sqrt{\frac{2}{\pi}} E_{\mu} \left| 1 - \sum_{p.q=1}^{m} \lambda_p^{-1} \Gamma(F_p, F_q) \right|$$

$$+ \frac{1}{2} \sum_{p.q,r=1}^{m} \lambda_p^{-1} E \left[ (F_q(X') - F_q(X))(F_r(X') - F_r(X)) | F_p(X') - F_p(X) \right]. \quad (2.20)$$

If, in fact, $F \in L^4(\mu)$, then we further have

$$d_{W}(\mu \circ F^{-1}, \gamma) \leq \sqrt{\frac{2}{\pi}} \left( \text{Var} \mu \left( \sum_{p.q=1}^{m} \lambda_p^{-1} \Gamma(F_p, F_q) \right) \right)^{1/2}$$

$$+ \sqrt{\frac{2}{\pi}} \sum_{p=1}^{m} \lambda_p^{-1/2} \sqrt{E_{\mu}[F_p^2]} \left( \sum_{q=1}^{m} \lambda_q^{1/4} \left( 3E_{\mu}[F_q^2 \lambda_q^{-1} \Gamma(F_q, F_q)] - E_{\mu}[F_q^4] \right)^{1/4} \right)^{2}. \quad (2.21)$$
The next statement (an extension of Theorem 1.1 in the introduction) is a rephrased version of Theorem 2.10 that is more similar to existing normal approximation results for exchangeable pairs.

**Corollary 2.11.** Suppose that, on some probability \((\Omega, \mathcal{F}, \mathbb{P})\), \((X, X')\) is an exchangeable pair of \(E\)-valued random variables with marginal distribution \(\mu\). Moreover, assume that \(m\) is a positive integer and that, for \(1 \leq p \leq m\), \(F_p \in L^2(\mu)\) is a functional such that the exchangeable pairs \((W_p, W_p') := (F_p(X), F_p(X'))\) satisfy

\[
\mathbb{E}[W'_p - W_p \mid X] = -\lambda_p W_p', \quad 1 \leq p \leq m,
\]

where \(\lambda_1, \ldots, \lambda_m\) are pairwise distinct positive numbers. Define \(W := \sum_{p=1}^m W_p\) and assume that \(\mathbb{E}[W] = 0\) and \(\mathbb{V}ar(W) = \sum_{p=1}^m \mathbb{V}ar(W_p) = 1\). Then, one has the bounds

\[
d_W(\mathbb{P} \circ W^{-1}, \gamma) \leq \sqrt{\frac{2}{\pi}} \left( \mathbb{V}ar\left( \sum_{p,q=1}^{m} \frac{1}{2\lambda_p} \mathbb{E}[ (W'_p - W_p) (W'_{q} - W_q) \mid X] \right) \right)^{1/2}
\]

\[
+ \frac{1}{2} \sum_{p,q,r=1}^{m} \lambda_p^{-1} \mathbb{E}[ (W'_q - W_q) (W'_r - W_r) (W'_p - W_p)]
\]

\[
\leq \sqrt{\frac{2}{\pi}} \left( \mathbb{V}ar\left( \sum_{p,q=1}^{m} \frac{1}{2\lambda_p} \mathbb{E}[ (W'_p - W_p) (W'_{q} - W_q) \mid X] \right) \right)^{1/2}
\]

\[
+ \sqrt{2} \sum_{p=1}^{m} \lambda_p^{-1/2} \mathbb{E}[W_p^2] \left( \sum_{q=1}^{m} \lambda_q^{1/4} \left( 3 \mathbb{E}[W_q^2 \frac{1}{2\lambda_q} \mathbb{E}[ (W'_q - W_q)^2 \mid X]] - \mathbb{E}[W_q^4] \right)^{1/4} \right)^2.
\]

**Remark 2.12.**

(a) Note that the statement of Theorem 2.10 does not involve Assumption 2.4. This is due to the fact that the finite sum \(F = \sum_{p=1}^{m} F_p\) of eigenfunctions is automatically in the image of \(L\).

(b) We stress here again that the bound given in Corollary 2.11 is a direct generalization of the classical bound (1.2) on the Wasserstein distance for exchangeable pairs satisfying the linear regression property (1.1).  

(c) This bound can be further estimated by using the standard inequality

\[
\left( \mathbb{V}ar\left( \sum_{p,q=1}^{m} \frac{1}{2\lambda_p} \mathbb{E}[ (W'_p - W_p) (W'_{q} - W_q) \mid X] \right) \right)^{1/2}
\]

\[
\leq \sum_{p,q=1}^{m} \sqrt{\mathbb{V}ar\left( \frac{1}{2\lambda_p} \mathbb{E}[ (W'_p - W_p) (W'_{q} - W_q) \mid X] \right)}
\]

(d) Note that under the assumptions of Corollary 2.11, the summands \(W_1, \ldots, W_m\) making up \(W\) are automatically orthogonal in \(L^2(\mathbb{P})\). In order for this to hold it is crucial that the pair \((X, X')\) with values in the abstract space \(E\) is indeed exchangeable and not just identically distributed. Our abstract, functional analytic viewpoint clarifies this by identifying \(F_1, \ldots, F_m\) as eigenfunctions of the self-adjoint operator \(-L\) corresponding to different eigenvalues \(\lambda_1, \ldots, \lambda_p\).

The next result does not make use of the operator \(L^{-1}\). Hence, it also holds in situations, where Assumption 2.4 is not satisfied or where the computation of \(L^{-1}F\) is intractable.
Theorem 2.13 (Proof in Subsection 5.4). Let $F \in L^3(\mu)$ satisfy (2.17) and define $\lambda := E_\mu[\Gamma(F)] = \mathcal{E}(F,F) \geq 0$. Then, assuming that $\lambda > 0$, we have the bounds

$$d_W(\mu \circ F^{-1}, \gamma) \leq \sqrt{\frac{2}{\pi \lambda}} E_\mu[\lambda - \Gamma(F)] + \frac{1}{2\lambda} E[F(X') - F(X)]^3 + E_\mu[1/\lambda LF + F]. \tag{2.22}$$

If $F \in L^4(\mu)$, then (2.22) can be further bounded to yield

$$d_W(\mu \circ F^{-1}, \gamma) \leq \sqrt{\frac{2}{\pi \lambda}} \left(\frac{\text{Var}_\mu(\Gamma(F))}{\lambda}\right)^{1/2} + \left(\frac{1}{\lambda^2} E_\mu[(LF)^2] - 1\right)^{1/2} + \frac{\sqrt{2}}{\sqrt{\lambda}} \sqrt{E_\mu[F^3 LF] + 3E_\mu[F^2 \Gamma(F,F)]}. \tag{2.23}$$

Let us now link the above Theorems 2.8, 2.10 and 2.13 to existing results on normal approximation by Stein’s method of exchangeable pairs. In order to see the connection, first assume that the function $F \in L^2(\mu)$ is an eigenfunction of the operator $-L$ corresponding to an eigenvalue $\lambda > 0$, i.e.

$$-\lambda F = LF = E[F(X') | X = (\cdot)] - F \tag{2.24}$$

in the $L^2(\mu)$-sense. This simply means that the exchangeable pair

$$(W,W') := (F(X), F(X'))$$

satisfies Stein’s linear regression property (1.1):

$$E[W' - W | W] = E[W' - W | X] = -\lambda W \quad \mathbb{P}\text{-a.s.}$$

In this situation, both bounds (2.18) and (2.20) reduce to the classical bound (1.2):

$$d_W(\mathbb{P} \circ W^{-1}, \gamma) \leq \left(\text{Var} \left(\frac{1}{2\lambda} E[(W' - W)^2 | X]\right)\right)^{1/2} + \frac{1}{2\lambda} E[(W' - W)^3].$$

Similarly, the bounds in Theorem 2.13 can be related to the bound (1.4) of Rinott and Rotar Rinott and Rotar (1997), that is

$$d_W(W,Z) \leq \sqrt{\frac{2}{\pi}} E\left[1 - \frac{1}{2\lambda} E[(W' - W)^2 | W]\right] + \frac{1}{3\lambda} E|W' - W|^3 + \frac{1}{\lambda} E|R|,$$

where, for $\lambda > 0$, the remainder term $R$ is defined by (1.3):

$$E[W' - W | X] = -\lambda W + R \quad \mathbb{P}\text{-a.s.}.$$ 

Indeed, in the proof of Theorem 2.13 and with $\lambda := E_\mu[\Gamma(F)]$, we use

$$\check{R} := LF + \lambda F$$

and then we can let $R = \check{R}(X)$. Observe that the terms in the bounds (2.22) and (1.4) that involve the terms $\check{R}$ and $R$ respectively, can only vanish in the limit if these quantities are negligible as compared to $\lambda$. This respectively means that $F$ is "almost" an eigenfunction of $L$ to the eigenvalue $\lambda$ and $(W,W') "almost" satisfies (1.3).

Note that the constants in the second terms of the respective bounds (2.22) and (1.4) are different. This is due to the fact that, for the bound (1.4), we did not impose the condition

$$\lambda = \frac{1}{2} E\left[(W' - W)^2 | X\right] = \frac{1}{2} E[(W' - W)^2]$$

which is automatically satisfied by the choice of $\lambda$ in Theorem 2.13. However, since (the correct choice of) $\lambda$ is always asymptotically unique, as has been observed in the introduction of Reinert and Röllin (2009), the two bounds are nearly the same.
Finally, we remark that an alternative way of obtaining a (quantitative) CLT for $F$ in the situation of Theorem 2.10 (or Corollary 2.11) is to introduce the exchangeable pair $(V, V')$ of $m$-dimensional vectors $V := (F_1(X), \ldots, F_m(X))$ and $V' := (F_1(X'), \ldots, F_m(X'))$, which satisfies the multivariate linear regression property

$$E[V' - V \mid X] = -AV, \quad \text{where } A = \text{diag}(\lambda_1, \ldots, \lambda_p).$$

Then, multivariate analogs of (1.2) (see e.g. Reinert and Röllin, 2009; Meckes, 2009) yield bounds on the error of approximating $V$ by a multivariate normal distribution with the same (diagonal) covariance matrix as $V$. Hence, by applying the linear form $(x_1, \ldots, x_m)^T \mapsto \sum_{p=1}^m x_p$ to $V$ as well as to the (centered, multivariate normal) limiting distribution, one also obtains a quantitative CLT for $F = \sum_{p=1}^m F_p$. This route was taken in the recent paper Döbler and Peccati (2019) in order to obtain analytical bounds on the normal approximation of symmetric, non-degenerate $U$-statistics based on i.i.d. random variables. There are, however, two main drawbacks to this approach. Firstly, the multivariate detour necessarily imposes stronger smoothness conditions on the class of test functions considered. This is why the bounds in Döbler and Peccati (2019) are stated in terms of $C^3$ functions with bounded partial derivatives. In contrast, the bounds in the present paper are on the Wasserstein distance, which only involves Lipschitz-continuity. We mention in this context that, very recently, in Fang and Koike (2022) a general bound for the multivariate normal approximation in Wasserstein distance via (approximately) linear exchangeable pairs has been given. In principle, one could apply such a bound in the same way as in Döbler and Peccati (2019) to the pair $(V, V')$ from above in order to obtain univariate bounds for non-linear exchangeable pairs. However, the Wasserstein bound in Fang and Koike (2022) is valid only for a non-singular limiting covariance matrix. In the present context, this means that none of the components of the random vector $V$ vanishes in the limit or, at least, it necessitates that one be able to identify those components of $V$ that do not vanish asymptotically, in order to make this strategy work. Doing so might however not always be feasible, for example because these components might change according to varying parameter regimes. For instance, this is the case in the situation of subgraph counts in geometric random graphs, considered in Section 4. On the contrary, our bounds such as in Corollary 2.11 are completely robust with respect to such phenomena.

Secondly, there might be cases in which a multivariate CLT for the vector $V$ does not even hold, but, due to some cancellation effects, the sum $F$ is still asymptotically normal. In such a situation, the approach of the present paper might still yield the CLT.

2.3. Solution to a problem posed by Stein. Our setup is related to the abstract framework provided in Stein’s classic monograph Stein (1986), where the following simple but important observation was made: Whenever $(X, X')$ is an exchangeable pair of $E$-valued random elements, i.e.

$$(X, X') \overset{d}{=} (X', X),$$

and $S : E \times E \to \mathbb{R}$ is antisymmetric in the sense that $S(y, x) = -S(x, y)$ for all $x, y \in E$ and, if furthermore $E|S(X, X')| < \infty$, then the function $G : E \to \mathbb{R}$ defined by

$$G(x) := E[S(X, X') \mid X = x], \quad x \in E,$$

is in the kernel $\ker E_\mu$ of the expectation operator $E_\mu$ associated with the measure $\mu$, i.e.

$$E_\mu|G| = 0.$$  \hspace{1cm} (2.26)

Since the appearance of Stein (1986), the method of exchangeable pairs has been intensively studied in the context of uni- and multivariate normal approximation as well as for approximation by other absolutely continuous distributions. The emphasis, however, has mostly been placed on the distributional behaviour of a single random variable $W \in \mathbb{R}$ or random vector $W \in \mathbb{R}^d$ which is member of an exchangeable pair $(W, W')$, even though it might have been constructed as a functional $(W, W') = (F(X), F(X'))$ of some other exchangeable pair $(X, X')$ on a more complicated state.
space \( E \). As a consequence, in most papers about Stein’s method of exchangeable pairs, Property (2.26) is only used for the antisymmetric function \( S \) of two real variables given by

\[
S(w, w') := (w' - w)(f(w') + f(w)),
\]

or for some multivariate analogue of it, where \( f = f_h \) is the solution of the Stein equation associated to the limiting distribution and the real test function \( h \) and (2.25) and (2.26) are thus applied to \((W, W')\) directly rather than to \((X, X')\).

However, Stein Stein (1986) also raises the natural question, under what additional conditions on the space \((E, \mathcal{E})\) and on the exchangeable pair \((X, X')\) all random variables \( G \in \ker E_\mu \) are of the form (2.25) for some antisymmetric function \( S \). He gives a positive answer only in the case of a finite space \( E \) that additionally satisfies the following connectedness condition related to the pair \((X, X')\): For all \( x, y \in E \) there is a finite sequence \( x = x_0, x_1, \ldots, x_k = y \) in \( E \) such that for all \( 0 \leq j \leq k - 1 \) one has

\[
\mathbb{P}(X = x_j, X' = x_{j+1}) > 0.
\]

Translated into the language of the present paper this just means that for all \( 0 \leq j \leq k - 1 \) one has

\[
0 < \mathbb{P}(X = x_j, X' = x_{j+1}) = \mu(x_j)K(x_j, x_{j+1}).
\]

It is easy to see that this connectedness condition is in fact equivalent to the irreducibility of the stochastic matrix \( K \). Moreover, Stein Stein (1986) suspects that an “analogous result must be true in infinite cases.” Indeed, on page 32 of Stein (1986) he writes

“Although this result is never needed when applying this method, one may ask, for the sake of completeness, whether it also holds in the countable case, and whether an appropriate analogue can be formulated for the general case.”

As we have seen above, in the general case this result in particular holds, when the operator \( L \) associated to the pair \((X, X')\) satisfies a Poincaré inequality. Indeed, under this assumption, for a given \( G \in \ker E_\mu \), we even have the explicit expression

\[
S(x, x') = (L^{-1}G)(x') - (L^{-1}G)(x)
\]

for \( S \). Note that an irreducible and reversible continuous time Markov chain on a finite state space is always ergodic, has a spectral gap and thus satisfies a Poincaré inequality. Hence, Assumption 2.4 reduces to Stein’s connectedness condition in the case of a finite state space and thus, the following result is an extension of Stein’s result for finite spaces. As mentioned before, Chatterjee (2005) gives conditions for the existence of an \( S \) as in (2.25) for a fixed function \( G \), which are phrased in terms of the potential kernel associated with \( K \).

**Theorem 2.14.** Suppose that \((E, \mathcal{E}, \mu)\) is a probability space and that, one some other probability space \((\Omega, \mathcal{F}, \mathbb{P})\), there is an exchangeable pair \((X, X')\) of \( E \)-valued random variables with marginal distribution \( \mu \). Then, in order that for every \( G \in L^2(\mu) \) with \( E_\mu[G] = 0 \) there exist a measurable and antisymmetric function \( S : E \times E \rightarrow \mathbb{R} \) such that \( G = \mathbb{E}[S(X, X')|X = (\cdot)] \) it is sufficient that the operator \( L \) defined by (2.1) is ergodic and satisfies a Poincaré inequality. In this case, for a given \( G \in \ker E_\mu \), one can choose \( S \) as given in (2.27).

3. Functionals of independent random variables

In this section we assume that the probability space \((E, \mathcal{E}, \mu)\) is a (finite) product space, i.e. there is an \( n \in \mathbb{N} \) as well as probability spaces \((S_1, \mathcal{S}_1, \nu_1), \ldots, (S_n, \mathcal{S}_n, \nu_n)\) such that

\[
(E, \mathcal{E}, \mu) = \left( \prod_{j=1}^n S_j, \bigotimes_{j=1}^n \mathcal{S}_j, \bigotimes_{j=1}^n \nu_j \right).
\]
In the special situation that all the spaces \((S_j, \mathcal{S}_j, \nu_j), 1 \leq j \leq n\), are instances of the same space \((\mathcal{S}, \mathcal{S}, \nu)\) we simply write
\[
(E, \mathcal{E}, \mu) = (S^n, \mathcal{S}^\otimes n, \nu^n).
\] (3.1)
The following construction of an exchangeable pair \((X, X')\) of \(E\)-valued random variables with marginal distribution \(\mu\) from Stein (1986) is by now fairly standard. Let \(X_1, \ldots, X_n, Y_1, \ldots, Y_n\) and \(\alpha\) be independent random variables on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\) such that, for \(1 \leq j \leq n\), \(X_j\) and \(Y_j\) both have distribution \(\nu_j\) and such that \(\alpha\) is uniformly distributed on \([n] := \{1, \ldots, n\}\). Then, we let \(X := (X_1, \ldots, X_n)\) and define \(X' := (X'_1, \ldots, X'_n)\) coordinate-wise as follows: For \(1 \leq j \leq n\) we let
\[
X'_j := \begin{cases} Y_j, & \text{if } \alpha = j, \\ X_j, & \text{if } \alpha \neq j. \end{cases}
\]
Then, it is easy to check that \((X, X')\) is indeed exchangeable. Note also that \(X\) and \(X'\) differ only in one (random) coordinate. In a Markov Chain Monte Carlo context, this procedure is also known as the Gibbs sampler or as Glauber dynamics. The operator \(L\) on \(L^2(\mu)\) from (2.1) that is associated with the pair \((X, X')\) is in this case given by
\[
LF(x) = \mathbb{E}[F(X') - F(X) \mid X = x]
\]
\[
= \frac{1}{n} \sum_{j=1}^{n} \left( \mathbb{E}[F(x_1, \ldots, x_{j-1}, Y_j, x_{j+1}, \ldots, x_n)] - F(x) \right),
\] (3.2)
where \(F \in L^2(\mu)\) and \(x = (x_1, \ldots, x_n) \in E\). Moreover, for \(F, G \in L^2(\mu)\), by Theorem 2.1 the corresponding carré du champ operator \(\Gamma\) is given by
\[
\Gamma(F, G)(x) = \frac{1}{2} \mathbb{E}[(F(X') - F(X))(G(X') - G(X)) \mid X = x]
\]
\[
= \frac{1}{2n} \sum_{j=1}^{n} \mathbb{E} \left[ (F(x_1, \ldots, x_{j-1}, Y_j, x_{j+1}, \ldots, x_n) - F(x)) \cdot (G(x_1, \ldots, x_{j-1}, Y_j, x_{j+1}, \ldots, x_n) - G(x)) \right].
\] (3.3)
We next make sure that Assumption 2.4 is satisfied by \(L\): Indeed, by the Efron-Stein inequality (see e.g. Boucheron et al., 2013, Theorem 3.1) we have that
\[
E_{\mu}[\Gamma(F, F)] = \frac{1}{2} \mathbb{E}[(F(X') - F(X))^2]
\]
\[
= \frac{1}{2n} \sum_{j=1}^{n} \mathbb{E}[(F(X_1, \ldots, X_{j-1}, Y_j, X_{j+1}, \ldots, X_n) - F(X_1, \ldots, X_n))^2]
\]
\[
\geq \frac{1}{n} \text{Var}(F(X)).
\]
Hence, (2.8) holds with the constant \(c = n\).

In order to give a crucial alternative expression of \(\Gamma(F, G)\), knowledge of the so-called Hoeffding decomposition (see e.g. Hoeffding, 1948; Vitale, 1992) of functionals of \(X\) is very useful. For \(J \subseteq [n]\) let \(\mathcal{F}_J := \sigma(X_j, j \in J)\). If \(F : E \to \mathbb{R}\) is in \(L^1(\mu)\) and, hence, \(Y := F(X_1, \ldots, X_n) \in L^1(\mathbb{P})\), then \(Y\) has a \(\mathbb{P}\text{-a.s.}\) unique representation of the form
\[
Y = \sum_{M \subseteq [n]} Y_M,
\] (3.4)
where, for \(M \subseteq [n]\), \(Y_M \in L^1(\mathbb{P})\) is a random variable such that
(i) \(Y_M\) is \(\mathcal{F}_M\text{-measurable}\) and
(ii) for all \(J \subseteq [n]\) one has \(\mathbb{E}[Y_M \mid \mathcal{F}_J] = 0\) unless \(M \subseteq J\).
Note that (ii) implies that $\mathbb{E}[Y_M] = 0$ whenever $M \neq \emptyset$. Hence, from (i) it follows that $Y_\emptyset = \mathbb{E}[Y]$ $\mathbb{P}$-a.s. More generally, one has the following explicit expression for $Y_M$, $M \subseteq [n]$:

$$Y_M = \sum_{L \subseteq M} (-1)^{|M|-|L|} \mathbb{E}[Y | \mathcal{F}_L].$$  \tag{3.5}

From (3.5) it is straightforward to see that $Y \in L^p(\mathbb{P})$ for some $p \in [1, \infty]$ implies that $Y_M \in L^p(\mathbb{P})$ for all $M \subseteq [n]$.

From now on, we will always assume that $Y \in L^2(\mathbb{P})$. In this case (i) and (ii) together imply that $Y_M$ and $Y_N$ are orthogonal in $L^2(\mathbb{P})$, whenever $N \neq M$. It will be useful to reorder the sum in (3.4) according to the size of the subset $|M|$. For $p = 0, 1, \ldots, n$ we thus define

$$Y^{(p)} := \sum_{M \subseteq [n]: |M|=p} Y_M = \sum_{M \in \mathcal{D}_p(n)} Y_M,$$  \tag{3.6}

where we write $\mathcal{D}_p(n)$ for the collection of $p$-subsets of the set $[n] = \{1, \ldots, n\}$. Then, for $1 \leq p \leq n$, $Y^{(p)}$ is called a degenerate (non-symmetric) $U$-statistic of order $p$ (or $p$-homogeneous sum de Jong, 1990) based on $X = (X_1, \ldots, X_n)$. The representation

$$Y = \sum_{p=0}^{n} Y^{(p)} = \mathbb{E}[Y] + \sum_{p=1}^{n} Y^{(p)}$$  \tag{3.7}

of $Y$ as a sum of its expectation and a sum of degenerate non-symmetric $U$-statistics is also sometimes referred to as the Hoeffding decomposition of $Y$. For $p = 0, 1, \ldots, n$, we define the subspace $\mathcal{H}_p(X)$ consisting of all random variables $U \in L^2(\mathbb{P})$ of the form

$$U = \sum_{M \subseteq [n]: |M|=p} U_M,$$

where the summands $U_M$ are supposed to satisfy the conditions (i) and (ii) above, i.e. $\mathcal{H}_p(X)$ equals the subspace of all square-integrable, degenerate (non-symmetric) $U$-statistics of order $p$ based on $X$. Then, the spaces $\mathcal{H}_p(X)$ are pairwise orthogonal. Moreover, one has

$$L^2(\Omega, \sigma(X), \mathbb{P}) = \bigoplus_{p=0}^{n} \mathcal{H}_p(X)$$

and $Y^{(p)}$ is equal to the orthogonal projection of $Y$ on $\mathcal{H}_p(X)$. The space $\mathcal{H}_p(X)$, $p = 0, \ldots, n$, is known as the Hoeffding space of order $p$ based on $X = (X_1, \ldots, X_n)$ in the literature. Note that, by the factorization lemma, each $U \in \mathcal{H}_p(X)$ has a representation of the form

$$U = u(X_1, \ldots, X_n),$$  \tag{3.8}

where $u \in L^2(\mu)$ is a $\mu$-a.e. unique representative function. Thus, defining for $p = 0, 1, \ldots, n$ the subspace $\mathcal{H}_p$ to be the collection of all functions $u \in L^2(\mu)$ such that $U = u(X_1, \ldots, X_n) \in \mathcal{H}_p(X)$, one obtains the orthogonal decomposition

$$L^2(\mu) = \bigoplus_{p=0}^{n} \mathcal{H}_p.$$  \tag{3.9}

It turns out that the $\mathcal{H}_p$ are precisely the eigenspaces of the operator $L$ from (3.2).

**Proposition 3.1.** For $p = 0, 1, \ldots, n$, one has that $\mathcal{H}_p = \ker(L + \frac{p}{n} \text{Id})$, i.e. $\mathcal{H}_p$ is the eigenspace of $L$ corresponding to the eigenvalue $-\frac{p}{n}$. In particular, $L$ is diagonalizable.
**Remark 3.2.** We would like to emphasize the fact that the canonical Hoeffding spaces associated to the product measure \( \mu \) are precisely the eigenspaces of the operator \( L \) given by (3.2). This might be a good reason for considering \( L \) and the associated \( \Gamma \) an equally canonical tool for analyzing the structure of product spaces.

**Proof of Proposition 3.1:** It is clear that \( Lu = 0 \) for all \( u \in \mathcal{H}_0 \), since \( u(X) \) is \( \mathbb{P} \)-a.s. constant. Now suppose that \( 1 \leq p \leq n \) and let \( u \in \mathcal{H}_p \). Then, \( U := u(X) \in \mathcal{H}_p(X) \) is a degenerate, non-symmetric \( U \)-statistic of order \( p \). Thus, writing \( U' := u(X') \) and using Döbler and Peccati (2017, Lemma 2.3) for the third equality, it follows that

\[
Lu(X) = \mathbb{E}[u(X') - u(X) \mid X] = \mathbb{E}[U' - U \mid X] = -\frac{p}{n} u
\]

This implies that \( Lu = -\frac{p}{n} u \) in \( L^2(\mu) \). Hence, we have shown that \( \mathcal{H}_p \subseteq \ker(L + \frac{p}{n} \text{Id}) \) holds for \( p = 0, 1, \ldots, n \). Conversely, suppose that \( u \in \ker(L + \frac{p}{n} \text{Id}) \) for some \( 0 \leq p \leq n \). Then, by (3.9) there are \( u_j \in \mathcal{H}_j \), \( j = 0, \ldots, n \), such that \( u = \sum_{j=0}^n u_j \). Now, since \( L \) is a self-adjoint operator on \( L^2(\mu) \) we know that its eigenspaces are mutually orthogonal and, as we already know that \( \mathcal{H}_j \subseteq \ker(L + \frac{1}{n} \text{Id}) \) for \( j = 0, 1, \ldots, n \), we conclude that

\[
0 = \int_E uu_j \, d\mu = \int_E u_j^2 \, d\mu \quad \text{for all } j \neq p.
\]

Hence, \( u = u_p \in \mathcal{H}_p \). Thus, we have \( \mathcal{H}_p = \ker(L + \frac{p}{n} \text{Id}) \) for all \( p = 0, 1, \ldots, n \). \( \square \)

**Proposition 3.3.** Suppose that \( 1 \leq p, q \leq n \) as well as that \( F \in \mathcal{H}_p \) and \( G \in \mathcal{H}_q \). Suppose that the Hoeffding decomposition of \( U := F(X)G(X) \) is given by

\[
U = \sum_{M \subseteq [n]: \mid M \mid \leq p+q} U_M = \sum_{M \subseteq [n]: \mid M \mid \leq p+q} u_M(X),
\]

for certain representative functions \( u_M \in L^1(\mu) \), \( M \subseteq [n] \), \( \mid M \mid \leq p+q \). Then, we have

\[
\Gamma(F, G) = \frac{1}{2n} \sum_{M \subseteq [n]: \mid M \mid \leq p+q-1} (p+q-\mid M \mid) u_M.
\]

Moreover, if \( FG \in L^2(\mu) \), then the functions \( u_M \in L^2(\mu) \), \( M \subseteq [n] \), \( \mid M \mid \leq p+q \) are orthogonal.

**Proof:** Since \( F(X)G(X) \in L^1(\mathbb{P}) \) its Hoeffding decomposition exists and then the existence of the functions \( u_M \in L^1(\mu) \) such that \( U_M = u_M(X) \) follows from the factorization lemma. Moreover, by Proposition 3.1 and the definition of \( \Gamma \) we have

\[
2\Gamma(F, G) = L(FG) - GLF - FLG = L(FG) + \frac{p}{n} FG + \frac{q}{n} FG
\]

\[
= -\sum_{M \subseteq [n]: \mid M \mid \leq p+q} \frac{\mid M \mid}{n} u_M + \frac{p+q}{n} \sum_{M \subseteq [n]: \mid M \mid \leq p+q} u_M
\]

\[
= \frac{1}{n} \sum_{M \subseteq [n]: \mid M \mid \leq p+q-1} (p+q-\mid M \mid) u_M.
\]

If \( FG \in L^2(\mu) \), then the Hoeffding components \( U_M \) are mutually orthogonal in \( L^2(\mathbb{P}) \). Hence, so are the functions \( u_M \) in \( L^2(\mu) \) in this case. \( \square \)
Remark 3.4.

(a) Alternatively, we could have invoked Döbler and Peccati (2017, Lemma 3.3) to obtain the Hoeffding decomposition

\[ n\mathbb{E}\left[ (F(X') - F(X))(G(X') - G(X)) \mid X \right] = \sum_{M \subseteq [n] : |M| \leq p+q-1} (p + q - |M|)U_M \]

and then apply Theorem 2.1. Conversely, Döbler and Peccati (2017, Lemma 3.3) is a simple consequence of Proposition 3.3 and Theorem 2.1, the overall argumentation being much shorter than the original proof given in Döbler and Peccati (2017). This observation is another piece of evidence that our abstract viewpoint pays off.

(b) Note that since the random variable \( U_M \) in the above proposition is \( F_M \)-measurable, it does only depend on the random variables \( X_j, j \in M \). Hence, there is in fact even a measurable function \( v_M : \prod_{j \in M} E_j \rightarrow \mathbb{R} \) such that \( U_M = v_M(X_j, j \in M) \). Since we want all the functions \( u_M \) to be defined on the same (bigger) space \( E \), we did however not make use of this fact explicitly in the statement of Proposition 3.3.

We now present a general bound on the Wasserstein distance between a functional \( F \in L^4(\mu) \) and the standard normal random variable \( Z \). From now on until the end of this Subsection, in order to facilitate notation, we will work on the canonical probability space

\[ (\Omega, \mathcal{F}, \mathbb{P}) := (E, \mathcal{E}, \mu) = \left( \prod_{j=1}^{n} S_j, \bigotimes_{j=1}^{n} S_j, \bigotimes_{j=1}^{n} \nu_j \right) \]

and we denote by \( X_i : \prod_{j=1}^{n} E_j \rightarrow E_i \) the canonical projection on \( E_i, i = 1, \ldots, n \). Thus, \( X = (X_1, \ldots, X_n) \) is just the identity map on \( \Omega = E \). Since we are only interested in distributional properties and since, with the operators \( L \) and \( \Gamma \) in place, we no longer need the auxiliary randomization inherent in the coupling \((X, X')\), this causes no troubles. We will make explicit use of the Hoeffding decomposition of \( F = F(X) \). Suppose that (2.17) holds for \( F \). Then, by (3.9) we can write

\[ F = \sum_{p=1}^{n} F_p, \]

where we know from Proposition 3.1 that \( F_p \in \mathcal{H}_p \) is an eigenfunction of \( L \) corresponding to the eigenvalue \(-p/n, 1 \leq p \leq n\). Moreover, each \( F_p = F_p(X) \) is a (non-symmetric) degenerate \( U \)-statistic of order \( p \). Hence, there are \( \mathcal{F}_J \)-measurable random variables \( W_J(p), J \in \mathcal{D}_p(n) \), such that

\[ F_p = \sum_{J \in \mathcal{D}_p(n)} W_J(p) \]

is the Hoeffding decomposition of \( F_p \) and such that also the variables \( W_J(p) \in \mathcal{H}_p \). Due to the orthogonality of different Hoeffding spaces and by our assumption we further know that

\[ 1 = \text{Var}(F) = \sum_{p=1}^{n} \mathbb{E}[F_p^2]. \]

We further define (following de Jong, 1990; Döbler and Peccati, 2017) the quantities

\[ g_p^2 := g_p^2(n) := \max_{1 \leq i \leq n} \sum_{J \in \mathcal{D}_p(n), i \in J} \mathbb{E}[W_J(p)^2], \]
which measure the maximal influence that a single variable \( X_i \) can have on the total variance of \( F_p \). Since

\[
n g_p^2(n) \geq \sum_{i=1}^{n} \sum_{J \in D_p(n) \cap \{ i \}} \mathbb{E}[W_J(p)^2] = p \sum_{J \in D_p(n)} \mathbb{E}[W_J(p)^2] = p \mathbb{E}[F_p^2],
\]

we have

\[
g_p^2(n) \geq \frac{p \mathbb{E}[F_p^2]}{n}
\]

for all \( 1 \leq p \leq n \).

In order to apply Theorem 2.10 we need expressions for the quantities \( \Gamma(F_p, F_q) \), \( 1 \leq p, q \leq n \). By Proposition 3.3 this reduces to finding the Hoeffding decomposition

\[
F_p F_q = \sum_{M \subseteq [n]: |M| \leq p + q} U_M(p, q) \tag{3.10}
\]

of the products \( F_p F_q \). With this decomposition at hand we have that

\[
\Gamma(F_p, F_q) = \frac{1}{2n} \sum_{M \subseteq [n]: |M| \leq p + q - 1} (p + q - |M|) U_M(p, q).
\]

Then, from Theorem 2.10 we obtain the following result, whose proof is given in Section 5.

**Theorem 3.5** (Proof in Subsection 5.5). Under the above assumptions, we have the following general bounds:

\[
d_{W}(F, Z) \leq \sqrt{\frac{2}{\pi}} \sum_{l=1}^{2n-1} \sum_{M \in D_l(n)} \text{Var} \left( \sum_{1 \leq p, q \leq n: p + q \geq l} \frac{p + q - l}{2p} U_M(p, q) \right)^{1/2} + \sqrt{\frac{2}{\pi}} \sum_{p=1}^{n} \sqrt{\mathbb{E}[F_p^2]} \sqrt{\mathbb{E}[F_q^2]} \left( \sum_{q=1}^{n} q^{1/4} \left( \kappa_q \mathbb{E}[F_q^2] g_q^2 + \sum_{M \subseteq [n]: 1 \leq |M| \leq 2q-1} \frac{2q - |M|}{q} \text{Var}(U_M(q, q)) \right)^{1/4} \right)^2 \leq \sqrt{\frac{2}{\pi}} \sum_{p, q=1}^{n} \frac{p + q - 1}{2p} \left( \sum_{M \subseteq [n]: 1 \leq |M| \leq p + q - 1} \text{Var}(U_M(p, q)) \right)^{1/2} + \sqrt{\frac{2}{\pi}} \sum_{p=1}^{n} \sqrt{\mathbb{E}[F_p^2]} \sqrt{\mathbb{E}[F_q^2]} \left( \sum_{q=1}^{n} q^{1/4} \left( \kappa_q \mathbb{E}[F_q^2] g_q^2 + \sum_{M \subseteq [n]: 1 \leq |M| \leq 2q-1} \frac{2q - 1}{q} \text{Var}(U_M(q, q)) \right)^{1/4} \right)^2.
\]

Here, the \( \kappa_q \), \( 1 \leq q \leq n \), are finite, positive constants that only depend on \( q \).

**Remark 3.6.**

(a) The above bounds involve similar quantities as the multivariate bounds given in Lemma 4.1 of Döbler and Peccati (2019). However, in contrast to those bounds, which are for \( C^3 \) or at least \( C^2 \) test functions, they bound the Wasserstein distance between \( F \) and \( Z \).

(b) Note that the bounds in Theorem 3.5 still involve the implicit constants \( \kappa_q \). Since we do not give any explicit formula or general bound on these constants, at this level of generality the bounds seem only to be useful, if there is a fixed \( m \in \mathbb{N} \) (independent of \( n \)) such that \( F_p = 0 \) \( \mathbb{P} \)-a.s. for all \( p > m \). The combinatorial constants \( \kappa_q \) stem from Döbler and Peccati (2017, Proposition 2.9, Lemma 2.10) and indeed grow faster than exponentially in general. However,
we will see below via a new observation that in the case of symmetric functionals of \( n \) i.i.d. random variables, we can make sure that \( \kappa_q \leq 2q \). Hence, in such a situation we can allow \( m := \max\{1 \leq p \leq n : \text{Var}(F_p) > 0\} \) to be an increasing function of \( n \) and still hope to obtain vanishing bounds.

(c) In the situation, where \( F = F_p \) is a degenerate, non-symmetric \( U \)-statistic of order \( 1 \leq p \leq n \), the second bound in Theorem 3.5 is itself easily bounded by

\[
d_{W}(F, Z) \leq \left( \sqrt{\frac{2}{\pi}} + 2 \right) \left( \sum_{M \subseteq [n] : 1 \leq |M| \leq 2p-1} \text{Var}(U_M(p, p)) \right)^{1/2} + \sqrt{2\kappa_p \varrho_p},
\]

which, via an application of Döbler and Peccati (2017, Lemma 2.11), may be reduced to the quantitative de Jong CLT, i.e. to Döbler and Peccati (2017, Theorem 1.3), up to numerical constants. Similarly, the Wasserstein bound given in Döbler and Krokowski (2019, Theorem 1.1) may be derived from Theorem 3.5. However, we emphasize again that the main progress made by the present paper lies in the possibility of going beyond such “linear” situations, where the considered random variables live in a single eigenspace.

(d) By an application of Theorem A.3, a similar bound for the centered Gamma approximation of such a functional \( F \) can easily be derived.

(e) In Chatterjee (2008) a different method of deriving Wasserstein bounds on the normal approximation of a functional of independent random variables has been developed. This approach has further been extended to also yield Kolmogorov bounds in Lachièze-Rey and Peccati (2017). As opposed to Theorem 3.5, whose application necessitates dealing with the Hoeffding decomposition of products of random variables, the approach in Chatterjee (2008) relies on the control of a certain random variable \( T \), which is defined in terms of products of first order differences, averaged over subsets, and whose construction further involves an independent copy of \( X \). Although both approaches can in principle be applied to arbitrary functionals of independent random variables, it seems that they are suitable for rather different sorts of problems. Indeed, whereas the approach of Chatterjee (2008) can be carried out, if local perturbations to the functional \( F(X_1, \ldots, X_n) \) resulting from replacing \( X_j \) with an independent copy \( Y_j \) can be controlled, our method can be effectively used, whenever Hoeffding decompositions (of products) may be computed. In the important situation of symmetric functionals of i.i.d. random variables dealt with in the next subsection, this is in particular possible by means of product formulae for degenerate \( U \)-statistics, which are the building blocks of symmetric functionals.

In this setup, it seems that an application of Chatterjee (2008, Theorem 2.2) might lead to comparable bounds (see also Remark 3.11 (g)).

3.1. Symmetric functionals of i.i.d. random variables. From now on we will deal with \( \mathcal{E} \)-measurable, symmetric functionals \( F = F(X_1, \ldots, X_n) \) of i.i.d. random variables \( X_1, \ldots, X_n \) with a common distribution \( \nu \) on a measurable space \( (S, S) \). In particular, we are dealing with the situation (3.1) here. By symmetric we mean that \( F(x_{\sigma(1)}, \ldots, x_{\sigma(n)}) = F(x_1, \ldots, x_n) \) holds for all \( x = (x_1, \ldots, x_n) \in E = S^n \) and all \( \sigma \) in the symmetric group \( S_n \) acting on \([n]\). From (3.9) we know that there are \( F_j \in \mathcal{H}_j \), \( j = 0, 1, \ldots, n \), such that

\[
F = \sum_{j=0}^{n} F_j.
\]

(3.11)

Moreover, it follows from (3.5) that \( F_0 \equiv \mathbb{E}[F] \) and, for \( p = 1, \ldots, n \), we have

\[
F_p = F_p(X_1, \ldots, X_n) = \sum_{1 \leq i_1 < \ldots < i_p \leq n} \phi_p(X_{i_1}, \ldots, X_{i_p}),
\]

\[
F_p = F_p(X_1, \ldots, X_n) = \sum_{1 \leq i_1 < \ldots < i_p \leq n} \phi_p(X_{i_1}, \ldots, X_{i_p}),
\]
where
\[
\phi_p(y_1, \ldots, y_p) = \sum_{k=0}^{p} (-1)^{p-k} \sum_{1 \leq j_1 < \ldots < j_k \leq p} h_k(y_{j_1}, \ldots, y_{j_k})
\]
and
\[
h_k(t_1, \ldots, t_k) := \int_{S^{n-k}} F(t_1, \ldots, t_k, s_1, \ldots, s_{n-k}) \, d\nu^{n-k}(s_1, \ldots, s_{n-k})
\]
for \(k = 0, \ldots, n\) (see e.g. Serfling, 1980; Major, 2013; Döbler and Peccati, 2019 for details). Moreover, the functions \(\phi_p, p = 1, \ldots, n\), are canonical or completely degenerate of order \(p\) with respect to \(\nu\). Recall that this means that
\[
\int_S \phi_p(x_1, \ldots, x_{p-1}, y) \, d\nu(y) = 0 \quad \text{for } \nu^{p-1}\text{-a.a. } (x_1, \ldots, x_{p-1}) \in S^{p-1}.
\]
One customarily refers to \(F_\nu\) as a degenerate, symmetric U-statistic of order \(p\) based on \(X_1, \ldots, X_n\) and to \(\phi_p\) as its kernel. Hence, (3.11) says that a symmetric function \(F\) can be written as an orthogonal sum of its expectation \(\mathbb{E}[F]\) and a sum of degenerate, symmetric U-statistics of respective orders \(p = 1, \ldots, n\). By the orthogonality of Hoeffding components it further holds that
\[
\text{Var}(F) = \sum_{p=1}^{n} \text{Var}(F_p),
\]
where
\[
\text{Var}(F_p) = \left(\frac{n}{p}\right) \|\phi_p\|_{L^2(\nu^p)}^2, \quad 1 \leq p \leq n.
\]
In order to apply Theorem 3.5 we need to make the Hoeffding decomposition (3.10) of \(F_\nu F_q\) more explicit. To this end, the product formula for degenerate, symmetric U-statistics from Döbler and Peccati (2019) will be very useful. Since it involves the notion of contraction kernels, as in the recent papers Döbler and Peccati (2019); Döbler et al. (2022), our bounds on the normal approximation of \(F\) will be expressed in terms of norms of contraction kernels. Hence, we briefly recall their definition.

Given integers \(p, q \geq 1\), \(0 \leq l \leq r \leq p \wedge q\) and two symmetric kernels \(\psi \in L^2(\nu^p)\) and \(\phi \in L^2(\nu^q)\), we define the contraction kernel \(\psi \star_l^r \phi\) on \(S^{p+q-r-l}\) by the relation
\[
(\psi \star_l^r \phi)(y_1, \ldots, y_{r-l}, t_1, \ldots, t_{p-r}, s_1, \ldots, s_{q-r}) := \int_{S^l} \left(\psi(x_1, \ldots, x_l, y_1, \ldots, y_{r-l}, t_1, \ldots, t_{p-r}) \cdot \phi(x_1, \ldots, x_l, y_1, \ldots, y_{r-l}, s_1, \ldots, s_{q-r})\right) \, d\nu^{l}(x_1, \ldots, x_l) \tag{3.14}
\]
\[
= \mathbb{E}\left[\psi(X_1, \ldots, X_l, y_1, \ldots, y_{r-l}, t_1, \ldots, t_{p-r}) \cdot \phi(X_1, \ldots, X_l, y_1, \ldots, y_{r-l}, s_1, \ldots, s_{q-r})\right].
\]
By Döbler and Peccati (2019, Lemma 2.4 (i)) \(\psi \star_l^r \phi\) is a \(\nu^{p+q-r-l}\)-a.e. well-defined function on \(S^{p+q-r-l}\) and, as usual, we set it equal to zero on the remaining set of \(\nu^{p+q-r-l}\)-measure 0.

If \(l = 0\), then (3.14) has to be understood as follows:
\[
(\psi \star_0^0 \phi)(y_1, \ldots, y_r, t_1, \ldots, t_{p-r}, s_1, \ldots, s_{q-r}) = \psi(y_1, \ldots, y_r, t_1, \ldots, t_{p-r}) \phi(y_1, \ldots, y_r, s_1, \ldots, s_{q-r}).
\]
In particular, if \(l = r = 0\), then \(\psi \star_0^0 \phi\) reduces to the tensor product \(\psi \otimes \phi : S^{p+q} \to \mathbb{R}\).
of $\psi$ and $\phi$, given by
\[
(\psi \otimes \phi)(x_1, \ldots, x_{p+q}) = \psi(x_1, \ldots, x_p) \cdot \phi(x_{p+1}, \ldots, x_{p+q}).
\]
We observe that $\psi^0 \phi = \psi^2$ is square-integrable if and only if $\psi \in L^2(\nu^p)$. As a consequence, $\psi^l \phi$ might not be in $L^2(\nu^{p+q-r})$ even though $\psi \in L^2(\nu^p)$ and $\phi \in L^2(\nu^r)$. Moreover, if $t = r = p$, then $\psi^0 \phi = \|\psi\|^2_{L^2(\nu^p)}$ is constant.

For positive integers $p, q, t, r$ such that $1 \leq t \leq 2(p \land q) \land (p + q - 1), t \leq 2r \leq 2(t \land p \land q)$ we define the constants
\[
\alpha(p, q, t, r) := \frac{\sqrt{(p + q - t)!}}{(t - r)(p - r)(q - r)(2r - t)!}.
\]
Moreover, for a function $f \in L^2(\nu^q)$ for some $q \in \mathbb{N}$ we will constantly write $\|f\|_2$ for $\|f\|_{L^2(\nu^q)}$ in order to facilitate notation.

**Theorem 3.7** (Proof in Subsection 5.6). For $F$ as in (3.11) satisfying (2.17) and with the kernels $\phi_p$ defined in (3.12) we have the general bound:
\[
d_{W}(F, Z) \leq \sqrt{\frac{2}{\pi}} \sum_{p,q=1}^{n} \frac{p + q - 1}{2p} \sum_{t=1}^{2(p \land q) \land (p + q - 1)} \sum_{r \in \mathbb{Z}^+} \alpha(p, q, t, r) \|\phi_p^t \phi_q^r\|_{2} n^{-\frac{4q + 4t - r}{2}}
\]
\[
+ \sqrt{\frac{2}{\pi}} \sum_{p=1}^{n} \sqrt{\mathbb{E}[F^2_p]} \cdot \left( \sum_{q=1}^{n} q^{1/4} \left[ \frac{2^{1/4}}{n^{1/4}} \sqrt{\mathbb{E}[F^2_q]} \right] \right)^2
\]
\[
+ \left( \frac{2q - 1}{q} \right)^{1/4} \sum_{q=1}^{n} \sqrt{\alpha(q, q, t, r) \|\phi_q^t \phi_q^r\|_{2} n^{-\frac{4q + 4t - r}{4}}} \right)^2.
\]

**Remark 3.8.**
(a) The above bound gives an estimate for the Wasserstein distance between the distribution of a completely general symmetric functional of $n$ i.i.d. random variables and the standard normal distribution. Note that, in view of (3.13) and (3.15), all quantities and constants involved in this bound are at least in principle completely explicit.

(b) However, the expressions (3.12) defining the kernels $\phi_p$ are quite complicated. Hence, starting from $F$ it might be cumbersome to compute these kernels and a fortiori to bound the corresponding contraction norms appearing in the bound. We will demonstrate below for the more special class of symmetric $U$-statistics (see Theorem 3.10), how one can deal with this issue. Basically, the $\phi_p$ may be replaced with kernels $h_k$ in these norms. This important computational trick, which has already been applied in the recent papers Döbler and Peccati (2019); Döbler et al. (2022), would also be applicable in the present, more general situation of Theorem 3.7.

### 3.2. Symmetric $U$-statistics

We now specialize the situation to the setting of symmetric $U$-statistics. Let $m \geq 1$ and suppose that $\psi = \psi(n) \in L^m(\nu^n)$ is a symmetric (not necessarily degenerate) kernel which might depend on the sample size $n$. We denote by
\[
G := J_m(\psi) := J_{m,X}(\psi) := \sum_{1 \leq i_1 < \cdots < i_m \leq n} \psi(X_{i_1}, \ldots, X_{i_m}) = \sum_{J \in \mathcal{D}_m(n)} \psi(X_j, j \in J)
\]
the symmetric (not necessarily degenerate) $U$-statistic of order $m$ based on $X = (X_1, \ldots, X_n)$ and with kernel $\psi$. If $\psi$ is in fact canonical, then $J_m(\psi)$ is called a degenerate, symmetric $U$-statistic of order $m$. We will assume that
\[
\sigma^2 := \sigma_n^2 := \text{Var}(G) > 0.
\]
Moreover, we let

\[ F := \frac{G - \mathbb{E}[G]}{\sigma} \]

denote the normalized version of \( G \). Then, \( F \) is a symmetric functional of the i.i.d. variables \( X_1, \ldots, X_n \) and it is well-known (see e.g. Serfling, 1980; Döbler and Peccati, 2019), or otherwise follows from (3.12) via a combinatorial exercise, that the kernels in (3.12) are in this case given by

\[
\phi_p(x_1, \ldots, x_p) = \binom{n-p}{m-p} \frac{\psi_p(x_1, \ldots, x_p)}{\sigma}
\]

for \( p = 1, \ldots, m \) and \( \phi_p \equiv 0 \) for \( p > m + 1 \). Here, the kernels \( \psi_p \), \( 1 \leq p \leq m \), are defined by

\[
\psi_p(x_1, \ldots, x_p) = \sum_{k=0}^{p} (-1)^{p-k} \sum_{1 \leq i_1 < \ldots < i_k \leq p} g_k(x_{i_1}, \ldots, x_{i_k}), \quad (3.17)
\]

where

\[
g_k(y_1, \ldots, y_k) := \mathbb{E}\left[\psi(y_1, \ldots, y_k, X_1, \ldots, X_{m-k})\right]. \quad (3.18)
\]

Hence, one has that \( F = \sum_{p=1}^{m} F_p \), where the orthogonal Hoeffding components \( F_p, 1 \leq p \leq m \), of \( F \) are given by

\[
F_p = \frac{\binom{n-p}{m-p}}{\sigma} J_p(\psi_p).
\]

The following result is an immediate consequence of Theorem 3.7. Since

\[
1 = \text{Var}(F) = \sum_{p=1}^{m} \text{Var}(F_p) = \frac{(n-p)^2}{\sigma^2} \left(\frac{1}{p!}\right) ||\psi_p||_2^2, \quad (3.19)
\]

one always has the bounds

\[
\mathbb{E}[F_p^2] \leq \frac{1}{n}, \quad (3.20)
\]

\[
\mathbb{E}[F_p^2] \leq \frac{n^{2m-p}||\psi_p||_2^2}{\sigma^2(m-p)!(m-p)!p!^2}, \quad (3.21)
\]

for \( p = 1, \ldots, m \).
Corollary 3.9 (Proof in Subsection 5.6). With the above definitions and notation, we have the bound:

\[
d_W(F, Z) \leq \sqrt{\frac{2}{\pi}} \sum_{p,q=1}^{m} \frac{p+q-1}{2p} \sum_{t=1}^{2^{(p\land (p+q-1)) \land \downarrow p \land q}} \sum_{r=\lceil \frac{t}{2} \rceil}^{t \land p \land q} \alpha(p, q, t, r) \frac{\|\psi_p \ast_{r-t} \psi_q\|_2}{\sigma^2(m-p)!(m-q)!} n^{2m-\frac{p+q+2r-t}{2}} \\
+ \frac{\sqrt{\mathbb{E}[F_{p}^2]}}{\sqrt{p}} \cdot \left( \sum_{q=1}^{m} q^{1/4} \left[ \frac{2^{1/4} \sqrt{q}}{n^{1/4} \sqrt{\mathbb{E}[F_{q}^2]}} \sum_{t=1}^{2q-1} \sum_{r=\lceil \frac{t}{2} \rceil}^{t \land q} \sqrt{\alpha(q, q, t, r)} \frac{\|\psi_q \ast_{t-r} \psi_q\|_2}{\sigma} n^{m-\frac{p+q+2r-t}{4}} \right)^2 \right) \\
\leq \sqrt{\frac{2}{\pi}} \sum_{p,q=1}^{m} \frac{p+q-1}{2p} \sum_{t=1}^{2^{(p\land (p+q-1)) \land \downarrow p \land q}} \sum_{r=\lceil \frac{t}{2} \rceil}^{t \land p \land q} \alpha(p, q, t, r) \frac{\|\psi_p \ast_{r-t} \psi_q\|_2}{\sigma^2(m-p)!(m-q)!} n^{2m-\frac{p+q+2r-t}{2}} \\
+ \frac{\sqrt{\mathbb{E}[F_{p}^2]}}{\sqrt{p} \sigma(m-p)! \sqrt{p}!} \cdot \left( \sum_{q=1}^{m} q^{1/4} \left[ \frac{2^{1/4} n^{m-q/2-1/4} \|\psi_q\|_2}{\sigma(m-q)! \sqrt{(q-1)!}} \sum_{t=1}^{2q-1} \sum_{r=\lceil \frac{t}{2} \rceil}^{t \land q} \sqrt{\alpha(q, q, t, r)} \frac{\|\psi_q \ast_{t-r} \psi_q\|_2}{\sigma} n^{m-\frac{p+q+2r-t}{4}} \right)^2 \right) 
\]

As already mentioned in Remark 3.8, the expressions for the degenerate kernels \( \psi_p \) are quite complicated and, hence, bounding the contraction norms in Corollary 3.9 may become intractable. In contrast, the functions \( g_k \) from (3.18) are usually much simpler to handle. The next theorem is a version of Corollary 3.9 in which the kernels \( \psi_p \) are systematically replaced with the \( g_k \). In order to give the statement, me need to introduce some more notation that has been introduced in the recent paper Döbler et al. (2022).

For integers \( r, p, q \geq 1 \) and \( l \geq 0 \) such that \( 0 \leq l \leq r \leq p \land q \), we let \( Q(p, q, r, l) \) be the set of quadruples \( (j, k, a, b) \) of nonnegative integers such that the following hold:

1. \( j \leq p \) and \( k \leq q \).
2. \( b \leq a \leq r \).
3. \( b \leq l \).
4. \( a - b \leq r - l \).
5. \( j + k - a - b \leq p + q - r - l \leq p + q - 1 \)
6. \( a \leq j \land k \).

Moreover, for \( 1 \leq k \leq m \) we define

\[
\hat{g}_k := g_k - \mathbb{E}[\psi(X_1, \ldots, X_m)]
\]

such that, in particular,

\[
\|\hat{g}_k\|_2^2 = \text{Var}(g_k(X_1, \ldots, X_k)).
\]
Theorem 3.10 (Proof in Subsection 5.6). Under the same assumptions as in Corollary 3.9 it holds that:

\[
\begin{align*}
    d_W(F, Z) &\leq \sqrt{2} \pi \sum_{p,q=1}^{m} \frac{p + q - 1}{2p} \sum_{t=1}^{2(p\wedge q)\wedge(p+q-1)} \sum_{r=\lfloor \frac{t}{2} \rfloor}^{t\wedge q} \alpha(p,q,t,r) K(p,q,r,t-r) \\
    &\quad \cdot \max_{(j,k,a,b) \in \mathcal{Q}(p,q,r,t-r)} \frac{\|g_j *^b a g_k\|_2}{\sigma^2(m-p)! (m-q)!} n^{2m-\frac{p+q+2r-t}{2}} \\
    &\quad + \sum_{p=1}^{m} \frac{\sqrt{2E[F_p^2]}}{\sqrt{p}} \left( \sum_{q=1}^{m} \frac{1}{2^{1/4} n^{1/4} \sqrt{E[F_p^2]}} + \left( \frac{2q-1}{q} \right)^{1/4} \sum_{r=\lfloor \frac{t}{2} \rfloor}^{t\wedge q} \sum_{t=1}^{2(q-1)} \frac{\sqrt{\alpha(q,q,t,r)}}{\sqrt{K(p,q,r,t-r)}} \right) \\
    &\quad \cdot \sqrt{K(p,q,r,t-r)} \max_{(j,m,a,b) \in \mathcal{Q}(p,q,r,t-r)} \frac{\|g_j *^b a g_m\|_2^{1/2}}{\sigma} n^{m-\frac{2m+2r-t-4}{4}} \\
\end{align*}
\]

Moreover, the right hand side can be further bounded to give

\[
\begin{align*}
    d_W(F, Z) &\leq \sqrt{2} \pi \sum_{p,q=1}^{m} \frac{p + q - 1}{2p} \sum_{t=1}^{2(p\wedge q)\wedge(p+q-1)} \sum_{r=\lfloor \frac{t}{2} \rfloor}^{t\wedge q} \alpha(p,q,t,r) K(p,q,r,t-r) \\
    &\quad \cdot \max_{(j,k,a,b) \in \mathcal{Q}(p,q,r,t-r)} \frac{\|g_j *^b a g_k\|_2}{\sigma^2(m-p)! (m-q)!} n^{2m-\frac{p+q+2r-t}{2}} \\
    &\quad + \sqrt{2} \sum_{p=1}^{m} n^{m-p/2} \frac{\|\hat{g}_p\|_2}{\sigma(m-p)! \sqrt{p}} \left( \sum_{q=1}^{m} \frac{1}{2^{1/4} n^{1/4} \sqrt{E[F_p^2]}} + \left( \frac{2q-1}{q} \right)^{1/4} \sum_{r=\lfloor \frac{t}{2} \rfloor}^{t\wedge q} \sum_{t=1}^{2(q-1)} \frac{\sqrt{\alpha(q,q,t,r)}}{\sqrt{K(p,q,r,t-r)}} \right) \\
    &\quad \cdot \max_{(j,m,a,b) \in \mathcal{Q}(p,q,r,t-r)} \frac{\|g_j *^b a g_m\|_2^{1/2}}{\sigma} n^{m-\frac{2m+2r-t-4}{4}} \\
\end{align*}
\]

Here, the constants \(K(p,q,r,t-r)\) is defined in Lemma 5.3 below.

Remark 3.11.

(a) In particular, if \(m\) does not depend on \(n\) and \(\psi = \psi(n) \in L^2(\mu^m)\) is a sequence of symmetric kernels of order \(m\), then Theorem 3.10 implies that \(F_n = F\) converges in distribution to the standard normal random variable \(Z\), if for all \(1 \leq p, q \leq m\) and all pairs \((t,r)\) and quadruples \((j,k,a,b)\) of integers such that \(1 \leq t \leq 2(p \wedge q) \wedge (p + q - 1)\), \(t \leq 2r \leq 2(t \wedge p \wedge q)\) and \((j,k,a,b) \in \mathcal{Q}(p,q,r,t-r)\)

\[
\lim_{n \to \infty} n^{2m-\frac{p+q+2r-t}{2}} \frac{\|g_j *^b a g_k\|_2}{\sigma^2_n} = 0
\]

and one also has a bound on the rate of convergence in the Wasserstein distance. In Döbler et al. (2022, Theorem 3.1) it was shown that (under an additional minor variance condition) one can also prove functional convergence of the whole corresponding \(U\)-process to a linear combination of time-changed Brownian motions, if the slightly stronger condition that

\[
\frac{n^{2m-\frac{p+q+2r-t}{2}}}{\sigma^2_n} \|g_j *^b a g_k\|_2 = O(n^{-c})
\]
for some $\epsilon > 0$ is satisfied, for the same collection of indices as above.

(b) Of course, similar conditions for convergence may be phrased in terms of the quantities appearing in the bounds given in Corollary 3.9.

(c) If the order $m = m_n$ of the $U$-statistic $G$ is bounded, then it typically suffices to apply the respective first bounds in Theorem 3.10 and Corollary 3.9 and to make use of the estimate (3.20). However, if $m_n$ is unbounded, then one might profit from the more careful second bounds.

(d) The constants $K(p, q, r, t-r)$ appearing in the above Theorem are not given explicitly. However, by analyzing the proof of Döbler et al. (2022, Lemma 5.7) it would be easily possible to derive upper bounds on them as well. In this way, it is possible to use Theorem 3.10 also in situations where $m = m_n$ is unbounded.

(e) Theorems 3.9 and 3.10 improve on the bounds on the normal approximation of general symmetric $U$-statistics in Döbler and Peccati (2019) with respect to the distributional distance considered. Indeed, whereas the bounds in Döbler and Peccati (2019) are phrased in terms of certain $C^3$ test functions, the present bounds involve the more ambitious Wasserstein distance.

(f) In the paper Rubin and Vitale (1980), the notion of a symmetric statistic of order $m$ has been introduced. In our terminology this is just a finite sum of $U$-statistics of orders at most $m$. Using the methods from the present paper and starting again from Theorem 3.7, it would be straightforward to obtain similar bounds on the Wasserstein distance to normality for this bigger class as well. This is of some importance to applications because in concrete situations, the symmetric statistic at hand is sometimes given as a sum of non-degenerate $U$-statistics and, hence, it is desirable to have bounds on the normal approximation that are phrased in terms of their (non-canonical) kernels. We leave the details to the interested reader.

(g) For symmetric $U$-statistics with a canonical kernel, computations suggest that an application of Chatterjee (2008, Theorem 2.2) may yield bounds involving similar quantities as those appearing in Corollary 3.9 and Theorem 3.10.

4. Applications

4.1. Subgraph counting in geometric random graphs. Geometric random graphs are graphs whose vertices are random points that are scattered in some metric space and where two vertices are connected by an edge, if and only if their distance is less than a prescribed deterministic radius. These graphs play an important role e.g. in statistical test theory as well as in the modeling of telecommunication networks and, hence, represent a fundamental alternative to the merely combinatorial Erdős-Rényi random graphs. We refer to the monographs Penrose (2003) and Peccati and Reitzner (2016) for an introduction to random geometric graphs on Euclidean domains and to some of their applications.

Even more recently, it has been discovered that random geometric graphs on hyperbolic spaces reflect several fundamental properties of large real world networks like scale freeness, the small world phenomenon and strong clustering (see Krioukov et al., 2010; Gugelmann et al., 2012; Bode et al., 2016) and have thus become a very popular model for investigating further properties of such networks.

We will focus here on the Euclidean case and apply our Theorem 3.10 in order to prove rates of convergence in the Wasserstein distance for the Gaussian fluctuations of subgraph counts. At a qualitative level, the asymptotic (jointly) Gaussian behaviour of these counts is well understood both in the binomial Bhattacharya and Ghosh (1992); Jammalamadaka and Janson (1986); Penrose (2003) and in the Poisson point process Penrose (2003); Lachièze-Rey and Peccati (2013) situation, but until the very recent paper Döbler and Peccati (2019), the quantitative aspect of this distributional convergence has been neglected for the binomial point process situation. On the contrary, in
the situation of a Poisson point process, rates of convergence for these counts in the Wasserstein distance have been provided in Lachièze-Rey and Peccati (2013). As already hinted at, in Döbler and Peccati (2019) the problem of finding quantitative bounds also in the binomial point process setting was addressed but, due to a multivariate detour (see the discussion at the end of Section 2), these bounds were only expressed in terms of $C^d$ test functions with bounded derivatives. The reason for this detour was precisely the fact that the authors had to rely on a result for exchangeable pairs satisfying a (multivariate) linear regression property. Hence, we will already see by way of this example how the new methods of the present paper pay off. Moreover, the derivation of Theorem 6.2 in Döbler and Peccati (2019) involved a slightly incorrect application of Lemma 5.1 of the same paper and, hence, deserves some rectification.

To describe our model, we fix a dimension $d \geq 1$ as well as a bounded and Lebesgue almost everywhere continuous probability density function $f$ on $\mathbb{R}^d$. Let $\nu(dx) := f(x)dx$ be the corresponding probability measure on $(\mathbb{R}^d, B(\mathbb{R}^d))$ and suppose that $X_1, X_2, \ldots$ are i.i.d. with distribution $\nu$. Let $X := (X_j)_{j \in \mathbb{N}}$. We denote by $\{t_n\}_{n \in \mathbb{N}}$ a sequence of radii in $(0,\infty)$ such that $\lim_{n \to \infty} t_n = 0$ and, for each $n \in \mathbb{N}$, we denote by $G(X; t_n)$ the random geometric graph obtained as follows: The vertices of $G(X; t_n)$ are given by the points of the set $V_n := \{X_1, \ldots, X_n\}$, which $\mathbb{P}$-a.s. has cardinality $n$, and two vertices $X_i, X_j \in V_n$ are connected, if and only if $0 < \|X_i - X_j\|_2 < t_n$. Furthermore, let $m \geq 2$ be a fixed integer and suppose that $\Delta$ is a fixed connected graph on $m$ vertices. For each $n$ we denote by $G_n(\Delta)$ the number of induced subgraphs of $G(X; t_n)$ that are isomorphic to $\Delta$. For technical reasons, we have to assume that $\Delta$ is feasible for every $n \geq m$. This means that the probability that the restriction of $G(X; t_n)$ to $X_1, \ldots, X_m$ is isomorphic to $\Delta$ is strictly positive for $n \geq m$. Note that feasibility depends on the common distribution $\nu$ of the points. The quantity $G_n(\Delta)$ is a symmetric $U$-statistic of order $m$ based on $X_1, \ldots, X_n$ since

$$G_n(\Delta) = \sum_{1 \leq i_1 < \cdots < i_m \leq n} \psi_{\Delta,t_n}(X_{i_1}, \ldots, X_{i_m}),$$

where $\psi_{\Delta,t_n}(x_1, \ldots, x_m)$ equals 1 if the graph with vertices $x_1, \ldots, x_m$ and edge set $\{(x_i, x_j) : 0 < \|x_i - x_j\|_2 < t_n\}$ is isomorphic to $\Delta$ and 0, otherwise.

In what follows, for $a_n, b_n > 0$, $n \in \mathbb{N}$, we write $a_n \sim b_n$ if $\lim_{n \to \infty} a_n/b_n = 1$, $a_n \ll b_n$, if $\lim_{n \to \infty} a_n/b_n = 0$, $a_n \lesssim b_n$, if $\limsup_{n \to \infty} a_n/b_n < \infty$.

For obtaining asymptotic normality one distinguishes between three different asymptotic regimes:

(R1) $nt_n^d \rightarrow 0$ and $n^{(m-1)} t_n \rightarrow \infty$ as $n \rightarrow \infty$ (sparse regime)
(R2) $nt_n^d \rightarrow \infty$ as $n \rightarrow \infty$ (dense regime)
(R3) $nt_n^d \rightarrow \rho \in (0,\infty)$ as $n \rightarrow \infty$ (thermodynamic regime)

Note that we could rephrase the regimes (R1) and (R2) as follows:

\[
\begin{align*}
\text{(R1)} & \quad \left( \frac{1}{n} \right)^{-1} \ll \left( \frac{1}{n} \right) \\
\text{(R2)} & \quad \frac{1}{n} \ll nt_n^d.
\end{align*}
\]

It turns out that, contrary to the Poisson case, under regime (R2) one also has to take into account whether the common distribution $\nu$ of the $X_i$ is the uniform distribution $\mathcal{U}(M)$ on some Borel subset $M \subseteq \mathbb{R}^d$, $0 < \lambda^d(M) < \infty$ with density $f(x) = \lambda^d(M)^{-1} \mathbb{1}_M(x)$, or not. Thus, we will distinguish between the following four cases:

(C1) $nt_n^d \rightarrow 0$ and $n^{(m-1)} t_n \rightarrow \infty$ as $n \rightarrow \infty$.
(C2) $nt_n^d \rightarrow \infty$ as $n \rightarrow \infty$ and $\nu = \mathcal{U}(M)$ for some Borel subset $M \subseteq \mathbb{R}^d$ s.t. $0 < \lambda^d(M) < \infty$.
(C3) $nt_n^d \rightarrow \infty$ as $n \rightarrow \infty$, and $\nu$ is not a uniform distribution.
(C4) $nt_n^d \rightarrow \rho \in (0,\infty)$ as $n \rightarrow \infty$.

The following important variance estimates have been established.
Proposition 4.1 (see Penrose, 2003, Theorems 3.12 and 3.13, Döbler et al., 2022, Proposition 4.1). Under all regimes (R1), (R2) and (R3) it holds that
\[ \mathbb{E}[G_n(\Delta)] \sim cn^m t_n^{d(m-1)} \] for some constant \( c \in (0, \infty) \).

Moreover, there exist constants \( c_1, c_2, c_3, c_4 \in (0, \infty) \) such that, as \( n \to \infty \),
\( \text{Var}(G_n(\Delta)) \sim c_1 n^m t_n^{d(m-1)}, \)
\( \text{Var}(G_n(\Delta)) \gg c_2 n^{2m-2} t_n^{d(2m-3)}, \)
\( \text{Var}(G_n(\Delta)) \sim c_3 n^{2m-1} t_n^{d(2m-2)}, \)
\( \text{Var}(G_n(\Delta)) \sim c_4 n. \)

We denote by
\[ F := F_n := \frac{G_n(\Delta) - \mathbb{E}[G_n(\Delta)]}{\sqrt{\text{Var}(G_n(\Delta))}} \]
the normalized version of \( G_n(\Delta) \). The following statement follows directly from Theorem 3.10.

Theorem 4.2. Let \( Z \) be a standard normal random variable. Then, with the above definitions and notation, there exists a finite constant \( C > 0 \) which is independent of \( n \) such that for all \( n \geq m \),
\[ d_{TV}(F, Z) \leq C \cdot (n^m t_n^{d(m-1)})^{-1/2} \quad \text{in case (C1)}, \]
\[ d_{TV}(F, Z) \leq C \cdot n^{-1/2} \quad \text{in cases (C3) and (C4)}, \]
\[ d_{TV}(F, Z) \leq C \cdot (nt_n^{2d})^{1/2} \quad \text{in case (C2)}. \]

In particular, we have that \( F_n \) always converges in distribution to \( Z \) as \( n \to \infty \) in the cases (C1), (C3) and (C4). In case (C2), it follows that \( F_n \) converges in distribution to \( Z \) under the additional assumption that \( \lim_{n \to \infty} nt_n^{2d} = 0 \).

Proof: We apply the first bound in Theorem 3.10 by making use of several computations and estimates from the papers Lachièze-Rey and Peccati (2013); Döbler et al. (2022); Döbler and Peccati (2019). Let \( \sigma_n^2 := \text{Var}(G_n(\Delta)) \). In the proof of Döbler et al. (2022, Theorem 4.2), the following estimates have been proved (with the change of variable \( l = t - r \)): For all \( 1 \leq p, q \leq m \), all \( 1 \leq t \leq 2(p \wedge q) \wedge p + q - 1 \), all \( \lfloor t/2 \rfloor \leq r \leq t \wedge p \wedge q \) and all \( (j, k, a, b) \in Q(p, q, r, t - r) \) it holds that
\[ \frac{n^{4m-(p+q+2r-t)}}{\sigma_n^4} \left\| gj \star_a^b gk \right\|_2^2 \lesssim \begin{cases} \left( \frac{n^m t_n^{d(m-1)}}{n^{t_n^{2d}}} \right)^{-1}, & \text{in case (C1)} \\ \frac{n^m t_n^{d(m-1)}}{n^{t_n^{2d}}}, & \text{in case (C2)} \\ n^{-1}, & \text{in cases (C3) and (C4)}. \end{cases} \]

Then, the result follows from Theorem 3.10 by observing that \( n^m t_n^{d(m-1)} = O(n) \) in case (C1) and \( n^{t_n^{2d}} = O(n) \) in case (C2) so that the term of order \( n^{-1/2} \) appearing in the bound does not affect the rate of convergence.

Remark 4.3.
(a) The fact that, with the same level of technicality as in the Poisson situation of Lachièze-Rey and Peccati (2013), we obtain comparable bounds on the Wasserstein distance in Theorem 4.2 demonstrates the utility of Theorem 3.10. In the existing literature, proofs of asymptotic normality in the binomial setting often relied on a de-Poissonization technique due to Dynkin and Mandelbaum (1983). It might be possible to use this method in order to obtain quantitative results as well but complicated expressions involving conditional variances would make the computations very cumbersome.
(b) Note that in all three regimes (R1), (R2) and (R3) considered in Theorem 4.2, one has that \( \lim_{n \to \infty} n^m t_n^{d(m-1)} = +\infty \). Indeed, it is shown in Penrose (2003, Section 3.2) that \( G_n(\Delta) \) converges weakly to a Poisson distribution if \( \lim_{n \to \infty} n^m t_n^{d(m-1)} = \alpha \in (0, \infty) \) whereas it converges to 0, if \( \lim_{n \to \infty} n^m t_n^{d(m-1)} = 0 \). Hence, the condition \( \lim_{n \to \infty} n^m t_n^{d(m-1)} = +\infty \) is necessary for the asymptotic normality of \( G_n(\Delta) \).

(c) We mention that the distinction between uniform and non-uniform distributions is not necessary for the analogous problem on Poisson space considered in Penrose (2003); Lachièze-Rey and Peccati (2013). The reason is that, in the Poisson case, the formulae for the respective limiting variances are slightly different, see Penrose (2003, Section 3.2). Moreover, the phenomenon that, in the case of a uniform distribution on a set \( M \), the asymptotic order of the variance is different in the dense regime (R2), has already been observed in the references Jammalamadaka and Janson (1986, Section 4) and in Bhattacharya and Ghosh (1992, Theorem 2.1,Theorem 3.1). For instance, it is remarked on page 1357 of Jammalamadaka and Janson (1986), for the very special case \( m = 2 \) of edge counting, that the asymptotic order of \( \text{Var}(G_n(\Delta)) \) in fact depends on the boundary structure of the set \( M \). For smooth enough boundaries, it is stated there that \( \text{Var}(G_n(\Delta)) \sim cn^2 t_n^2 \) for some constant \( c \in (0, \infty) \), whenever \( t_n = o(n^{-1/(d+1)}) \). In particular, there are cases where our lower bound for \( \text{Var}(G_n(\Delta)) \) in case (C2) provided by Proposition 4.1 is sharp.

(d) We also stress that, in the case of a uniform \( \nu \), the condition (D3), which is assumed in Theorem 3.1 of Bhattacharya and Ghosh (1992) to guarantee asymptotic normality for the number of \( m \) clusters (that is, subgraphs of \( m \) vertices that are isomorphic to the complete graph \( K_m \) on \( m \) vertices), is stronger than our additional condition that \( \lim_{n \to \infty} n^m t_n^{24} = 0 \) if \( m \geq 3 \), whereas for \( m = 2 \) it is exactly the same. Hence, even for the qualitative result and in the special case of \( m \) clusters, our Theorem 4.2 improves on what has been known so far.

(e) More generally, in the situation of case (C2), even the qualitative CLT for \( G_n(\Delta) \) given in Theorem 4.2 (which is an improvement of Döbler and Peccati, 2019, Theorem 6.2) seems to be new. Indeed, as already mentioned in Döbler and Peccati (2019, Remark 6.3 (e)), the scaling used in Theorem 3.12 of Penrose (2003) leads to a degenerate limit. However, we mention that, in the special case of edge counting \( (m = 2) \) considered in Jammalamadaka and Janson (1986, Section 4), the authors prove that asymptotic normality holds even without the additional assumption that \( \lim_{n \to \infty} n^m t_n^{24} = 0 \). The main issue in case (C2) is that, in Döbler and Peccati (2019); Döbler et al. (2022), we only managed to prove lower bounds on the variance \( \sigma_n^2 \) of \( G_n(\Delta) \), whereas in all other cases, the asymptotic behaviour of \( \sigma_n^2 \) is precisely known from Penrose (2003) (see Proposition 4.1). Moreover, it seems to be infeasible to generalize the computations from Jammalamadaka and Janson (1986) to determine \( \sigma_n^2 \) asymptotically for general \( m \) and general connected subgraphs \( \Delta \).

4.2. Normal approximation of Pearson’s statistic. In this subsection we apply Theorem 3.7 in order to derive bounds on the normal approximation of Pearson’s chi-square statistic \( \chi_n^2 \) that is well-known from Pearson’s asymptotic goodness-of-fit test Pearson (1900). Although it is a classical fact that, for a fixed number of classes, Pearson’s statistic is asymptotically chi-square distributed, when the number \( m = m_n \) of classes is allowed to diverge to infinity with the sample size \( n \), it may have an asymptotic normal distribution. Such double asymptotics of Pearson’s statistic have been investigated by many authors. We refer to the recent article Rempala and Wesolowski (2016) for a discussion of the relevant literature. For bounds on the chi-square approximation of \( \chi_n^2 \), we refer to the recent article Gaunt et al. (2017) and the references mentioned therein.

Let \( m, n \) be positive integers and let \( p_n \) be a probability mass function on \{1, \ldots, m\} such that \( p_n(i) > 0 \) for all \( 1 \leq i \leq m \). Moreover, let \( X_1, \ldots, X_n \) be independent random variables on some probability space \((\Omega, F, \mathbb{P})\), each distributed according to \( p_n \). Since we are dealing with bounds
for fixed (large) \( n \in \mathbb{N} \), we do not need to consider triangular arrays of random variables, here. However, we keep the dependence of \( p_n \) on \( n \) in our notation. Recall that \( \chi^2_n \) is defined by

\[
\chi^2_n := n \sum_{i=1}^{m} \frac{(\hat{p}_n(i) - p_n(i))^2}{p_n(i)},
\]

where the

\[
\hat{p}_n(i) := \frac{1}{n} \sum_{j=1}^{n} I\{X_j = i\}, \quad 1 \leq i \leq m,
\]
denote the empirical relative frequencies. Moreover, from Rempała and Wesołowski (2016) we have that

\[
\sigma_n^2 := \text{Var}(\chi^2_n) = \frac{1}{n} \left( \text{Var}(p_n(X_1)^{-1}) + 2(n-1)(m-1) \right), \quad (4.1)
\]

where

\[
\text{Var}(p_n(X_1)^{-1}) = \|1/p_n - m\|^2 = \sum_{i=1}^{m} \frac{1}{p_n(i)} - m^2. \quad (4.2)
\]

Denote by

\[
F := F_n := \frac{\chi^2_n - \mathbb{E}[\chi^2_n]}{\sqrt{\text{Var}(\chi^2_n)}} = \frac{\chi^2_n - (m-1)}{\sigma_n}
\]

the normalized Pearson statistic. Then, from Rempała and Wesołowski (2016) we have the Hoeffding decomposition

\[
F = \frac{1}{n\sigma_n} \sum_{j=1}^{n} (p_n(X_j)^{-1} - m) + \frac{2}{n\sigma_n} \sum_{1 \leq j < k \leq n} \left( \frac{1}{p_n(X_j)^{-1}} - 1 \right). \quad (4.3)
\]

Thus, the kernels \( \phi_p \) from (3.12) are in this case given by

\[
\phi_1(j) = \frac{p_n(j)^{-1} - m}{n\sigma_n},
\]
\[
\phi_2(j,k) = \frac{2}{n\sigma_n} \left( \frac{1}{p_n(j)} - 1 \right),
\]

and \( \phi_p \equiv 0 \) for \( p = 3, \ldots, n \).

The following Theorem gives a general bound for the Wasserstein distance between the distribution of \( F \) and the standard normal distribution.

**Theorem 4.4** (Proof in Subsection 5.7). There exist absolute constants \( C, C' \in (0, \infty) \) such that the following bounds hold:

\[
d_{W}(F, Z) \leq C \max \left( \frac{1}{\sqrt{n}}, \frac{1}{\sqrt{m}}, \frac{1}{n\sigma_n^2} \|1/p_n - m\|_4^2 \right),
\]
\[
\left( \frac{1}{n^{1/4}(m-1)^{1/4}} + \frac{1}{\sqrt{n}} \right) \|1/p_n - m\|_4 \sqrt{\frac{\sum_{i=1}^{m} 1}{n\sigma_n^2}} \left( \frac{1}{p_n(i)} \right)^2 \right) \right) \quad \text{and}
\]
\[
d_{W}(F, Z) \leq C' \max \left( \frac{1}{\sqrt{n}}, \frac{1}{\sqrt{m}}, \frac{\sqrt{\sum_{i=1}^{m} 1/p_n(i)^2} - m^2}{n^{3/2}\sigma_n^2}, \sqrt{\frac{\sum_{i=1}^{m} 1}{n\sigma_n^2}} \right).
\]
Let us define \( p^* := p^*_n := \min_{1 \leq i \leq m} p_n(i) \). In the classical situation of a fixed number \( m \) of classes it is a standard result that \( \chi_n^2 \) converges in distribution to the chi-square distribution with \( m - 1 \) degrees of freedom, as long as \( \lim_{n \to \infty} np^*_n = \infty \) (see e.g. the discussion in Gaunt et al. (2017, Section 4)). Since, for \( k \in \mathbb{N} \) we have
\[
\sum_{i=1}^{m} \frac{1}{p_n(i)^k} \leq \frac{m}{(p^*_n)^k},
\]
the following result is a direct consequence of Theorem 4.4 and of equation (4.1).

**Corollary 4.5.** There is an absolute constant \( D \in (0, \infty) \) such that
\[
d_W(F, Z) \leq D \max \left( \frac{1}{\sqrt{n}}, \frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m(np^*_n)^{3/2}}}, \frac{1}{(np^*_n)\sqrt{m}} \right).
\]

We next look at some examples in order to illustrate the bounds:

**Example 4.6.** Let \( p_n \) be the uniform distribution, i.e. \( p_n(i) = m^{-1} \) for \( i = 1, \ldots, m \). Then, the above bounds reduce to
\[
d_W(F, Z) \leq C \max \left( \frac{1}{\sqrt{n}}, \frac{1}{\sqrt{m}}, \frac{1}{\sqrt{n}} \right).
\]
In particular, in a sequential situation, we have that \( F_n \) converges in distribution to \( Z \) if \( \lim_{n \to \infty} m_n = +\infty \) in such a way that \( m_n = o(n^2) \). Indeed, it was shown in Rempała and Wesołowski (2016) that these conditions are also necessary for the asymptotic normality of \( F_n \). Note that, in this situation, \( \phi_1 \equiv 0 \) so that \( F_n \) is a degenerate, symmetric \( U \)-statistic of order 2. Hence, this special result could have also been derived from the findings of the paper Döbler and Peccati (2019).

The next example has been dealt with in Rempała and Wesołowski (2016).

**Example 4.7.** For a fixed \( \alpha \in (0, 1) \) consider the distribution given by \( p_n(i) = c_\alpha i^{-\alpha} \), where
\[
c_\alpha^{-1} = \sum_{i=1}^{m} i^{-\alpha} \sim \frac{m^{1-\alpha}}{1-\alpha}.
\]
In this case, we have
\[
\sum_{i=1}^{m} \frac{1}{p_n(i)^k} = c_\alpha^{-k} \sum_{i=1}^{m} i^{k\alpha} \sim \frac{m^{k(1-\alpha)}}{(1-\alpha)^k} \frac{m^{\alpha k+1}}{(1-\alpha)^k} = \frac{m^{k+1}}{(1-\alpha)^k}
\]
and our theorem gives the bound
\[
d_W(F, Z) \leq C \max \left( \frac{1}{\sqrt{n}}, \frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m((1-\alpha)^{-1} - 1 + \frac{2n}{m})}}, \frac{1}{\sqrt{m((1-\alpha)^{-1} - 1 + \frac{2n}{m})}} \right),
\]
which always converges to zero as long as \( \lim_{n \to \infty} m_n = +\infty \). Note that this is an improvement as compared to the result in Rempała and Wesołowski (2016) for this example, who had to assume that \( m_n/n \to 0 \). This example also illustrates that in the previous example of a uniform distribution (which is the case \( \alpha = 0 \)) a quite unfortunate phenomenon happens to the denominator of the last term of the bound.

**Remark 4.8.**
(a) The absolute constants appearing in Theorem 4.4 and Corollary 4.5 could be computed explicitly by carefully evaluating the coefficients in the bound from Theorem 3.7. For the sake of conciseness we however refrained from doing so.
(b) We briefly compare our results to the existing literature on asymptotic normality for the chi-square statistic. To the best of our knowledge, ours are the first bounds on the normal approximation of Pearson’s statistic in the literature. By virtue of the classical CLT, one could try to use the explicit bounds for the chi-square approximation of $\chi_n^2$ provided in Gaunt et al. (2017, Section 4) together with the triangular inequality to obtain a quantitative CLT for $\chi_n^2$. For the following two reasons this would, however, lead to worse results than ours: Firstly, the bounds in Gaunt et al. (2017) assume at least three bounded derivatives on the part of the test function and are, in particular, not expressed in the Wasserstein distance. Secondly, it is easy to see that the bounds in Theorems 4.2 and 4.3 of Gaunt et al. (2017) are of order at least $m/n$ and $\sqrt{m/n}$, respectively. In particular, they can only vanish if $m = o(n)$. Such a restriction is not necessary for our bounds to go to zero (cf. Example 4.6 with $m = n^{3/2}$, for instance).

In Tumanyan (1956) it was shown that $\chi_n^2$ is asymptotically normal as long as $np_n^* \to \infty$ and $m_n \to \infty$. Our Corollary 4.5 improves on this not only by giving a rate of convergence but also in that the condition may be weakened to $m_n \to \infty$ and $m_n(np_n^*)^3 \to \infty$. In Rempała and Wesołowski (2016) the asymptotic distribution problem for $\chi_n^2$ was considered under the additional assumption that the second Hoeffding component of $F_n$ is asymptotically dominant, i.e. that $F_n$ may be written as a degenerate, symmetric $U$-statistic of order 2 plus a negligible remainder term. In particular they prove that, under this assumption, $\chi_n^2$ is asymptotically normal, if $m_n$ diverges to infinity in such a way that $m_n = o(n^2)$ and the condition $\operatorname{sup}_{n \in \mathbb{N}} m_n^{-(1+\delta)} E[p_n(X_1)^{-(1+\delta)}] < \infty$ is satisfied for some $\delta > 0$. Moreover, they show that $\chi_n^2$ has an asymptotic shifted and scaled Poisson distribution if $m_n/n^2$ converges to some positive real number. In Rempala and Wesolowski (2016, Remark 3.3) the authors briefly address the case when the first Hoeffding component of $F_n$ is dominant. In this case, of course, the classical theory of sums of independent random variables may be invoked in order to derive (quantitative) CLTs for $\chi_n^2$. They authors of Rempala and Wesolowski (2016) also mention that for the remaining case, where the variances of both Hoeffding components of $F_n$ asymptotically have the same order, one would need a different approach. From Theorem 4.4 and Corollary 4.5 we see that, using our bound, such a distinction is not necessary. Indeed, in Example 4.7, if $m_n$ is of the same order as $n$, we see that both Hoeffding components have variances of the same order $m_n^2$ and our bound still proves asymptotic normality. Hence, we conclude that our results also significantly extend the literature on (qualitative) CLTs for Pearson’s statistic.

(c) Finally, we mention that one could use Theorem A.3 in order to derive an analogue of Theorem 3.7 for centered Gamma approximation. Then, it would be possible to use the methods from this subsection in order to derive bounds for the chi-square approximation of Pearson’s statistic. This problem will be addressed in a separate project.

5. Proofs

5.1. Proof of Lemma 2.6. Using exchangeability, we obtain that

$$\frac{1}{2} \mathbb{E}\left[ (F(X) - F(X'))^4 \right] = \mathbb{E}[F(X)(F(X) - F(X'))^3]$$

$$= \mathbb{E}[F(X)^4 - 3F(X)^2F(X') + 3F(X)^2F(X)^2 - F(X)F(X')^3]$$

$$= \mathbb{E}[F(X)^4] - 4\mathbb{E}[F(X)^3F(X')] + 3\mathbb{E}[F(X)^2F(X')^2]. \quad (5.1)$$

By the definition of $L$ we can write

$$\mathbb{E}[F(X)^3F(X')] = \mathbb{E}\left[ F(X)^3 \mathbb{E}[F(X') \mid X] \right] = \mathbb{E}[F(X)^3(LF(X) + F(X))]$$

$$= \mathbb{E}[F(X)^4] + \mathbb{E}[F(X)^3LF(X)]$$

$$= E_\mu[F^4] + E_\mu[F^3LF], \quad (5.2)$$
whereas, by means of Theorem 2.1 we can write
\[
\mathbb{E}[F(X)^2F(X')^2] = \mathbb{E}[F(X)^2\mathbb{E}[(F(X') - F(X) + F(X))^2 | X]]
\]
\[
= \mathbb{E}[F(X)^2\mathbb{E}[(F(X') - F(X))^2 + 2F(X)(F(X') - F(X)) + F(X)^2 | X]]
\]
\[
= \mathbb{E}[F(X)^4] + 2\mathbb{E}[F(X)^2\Gamma(F,F)(X)] + 2\mathbb{E}[F(X)^3LF(X)]
\]
\[
= E_\mu[F^4] + 2E_\mu[F^2\Gamma(F,F)] + 2E_\mu[F^3LF].
\]

Hence, from (5.1)-(5.3) we obtain that
\[
\frac{1}{2} \mathbb{E}[(F(X') - F(X))^4]
\]
\[
= (1 - 4 + 3)E_\mu[F^4] + 6E_\mu[F^2\Gamma(F,F)] + (6 - 4)E_\mu[F^3LF]
\]
\[
= 6E_\mu[F^2\Gamma(F,F)] + 2E_\mu[F^3LF],
\]
proving the first identity. The second one follows from it by applying (2.6).

5.2. Proof of Theorem 2.8. Fix \( h \in \text{Lip}(1) \) and denote by \( \psi = \psi_h \) the solution (2.15) to the Stein equation (2.14). Then, using (2.6) we see that
\[
E_\mu[F\psi(F)] = E_\mu[LL^{-1}F\psi(F)] = E_\mu[\Gamma(\psi(F), -L^{-1}F)]
\]
\[
= E_\mu[\psi'(F)\Gamma(F, -L^{-1}F)] + E_\mu[R\psi(F, -L^{-1}F)].
\]

Hence,
\[
|E_\mu[h(F)] - \gamma(h)| = |E_\mu[\psi'(F) - F\psi(F)]|
\]
\[
= |E_\mu[\psi'(F)(1 - \Gamma(F, -L^{-1}F)) - R\psi(F, -L^{-1}F)]|
\]
\[
\leq \|\psi'\|_\infty E_\mu[|1 - \Gamma(F, -L^{-1}F)|] + |E_\mu[R\psi(F, -L^{-1}F)]|
\]
\[
\leq \sqrt{\frac{2}{\pi}} E_\mu[|1 - \Gamma(F, -L^{-1}F)|] + E_\mu[R\psi(F, -L^{-1}F)],
\]
where we have used (2.16) for the final inequality. Now, from (2.12) and again (2.16) we have that
\[
|E_\mu[R\psi(F, -L^{-1}F)]| \leq \frac{\|\psi''\|_\infty}{4} \mathbb{E}[(F(X') - F(X))^2|L^{-1}F(X') - L^{-1}F(X)]
\]
\[
\leq \frac{1}{2} \mathbb{E}[(F(X') - F(X))^2|L^{-1}F(X') - L^{-1}F(X)]
\]
and an application of the Cauchy-Schwarz inequality, (2.6) and Lemma 2.6 together imply that
\[
\frac{1}{2} \mathbb{E}[(F(X') - F(X))^4])^{1/2} \mathbb{E}[(L^{-1}F(X') - L^{-1}F(X))^2]^{1/2}
\]
\[
\left( E_\mu[F^3LF] + 3E_\mu[F^2\Gamma(F,F)] \right)^{1/2} \left( E_\mu[\Gamma(L^{-1}F,L^{-1}F)] \right)^{1/2}
\]
\[
= \left( E_\mu[F^3LF] + 3E_\mu[F^2\Gamma(F,F)] \right)^{1/2} \left( -E_\mu[F L^{-1}F] \right)^{1/2}.
\]

5.3. Proof of Theorem 2.10. Note that for \( F \) as in the statement we can define \( L^{-1}F \) by
\[
L^{-1}F := - \sum_{p=1}^{m} \lambda_p^{-1} F_p.
\]
Then, both $LL^{-1}F = F$ and $L^{-1}LF = F$ hold. Hence, Assumption (2.4) can be dispensed with and as in the proof of Theorem 2.8 we arrive at

$$
|E_\mu[h(F)] - \gamma(h)| \leq \sqrt{\frac{2}{\pi}} E_\mu[1 - \Gamma(F, -L^{-1}F)]
+ \frac{1}{2} \mathbb{E}[(F(X') - F(X))^2|L^{-1}F(X') - L^{-1}F(X)|].
$$

(5.8)

Note that under the assumption of the theorem we have

$$
\Gamma(F, -L^{-1}F) = \sum_{p,q=1}^m \lambda_p^{-1} \Gamma(F_q, F_p),
$$

so we only need to further bound the second term on the right hand side of (5.8). We have

$$
\mathbb{E}[(F(X') - F(X))^2|L^{-1}F(X') - L^{-1}F(X)|]
\leq \sum_{p=1}^m \lambda_p^{-1} \mathbb{E}[(F(X') - F(X))^2|F_p(X') - F_p(X)]
= \sum_{p,q,r=1}^m \lambda_p^{-1} \mathbb{E}[(F_q(X') - F_q(X))(F_r(X') - F_r(X)|F_p(X') - F_p(X)],
$$

(5.9)

already implying (2.20). Now, for all fixed integers $p, q, r \in \{1, \ldots, m\}$, by Hölder’s inequality,

$$
|\mathbb{E}[(F_q(X') - F_q(X))(F_r(X') - F_r(X)|F_p(X') - F_p(X)]|
\leq \left(\mathbb{E}|F_p(X') - F_p(X)|^2\right)^{1/2}\left(\mathbb{E}|F_q(X') - F_q(X)|^4\right)^{1/4}\left(\mathbb{E}|F_r(X') - F_r(X)|^4\right)^{1/4}
= 2\left(2\lambda_p E_\mu[F_p^2]\right)^{1/2}\left(3E_\mu[F_q^2\Gamma(F_q, F_q)] - \lambda_q E_\mu[F_q^4]\right)^{1/4}
\cdot \left(3E_\mu[F_r^2\Gamma(F_r, F_r)] - \lambda_r E_\mu[F_r^4]\right)^{1/4}
\cdot \left(3E_\mu[F_q^2\lambda_q^{-1}\Gamma(F_q, F_r)] - E_\mu[F_q^4]\right)^{1/4}
\cdot \left(3E_\mu[F_r^2\lambda_r^{-1}\Gamma(F_r, F_q)] - E_\mu[F_r^4]\right)^{1/4},
$$

(5.10)

where we have used Lemma 2.6, the fact that $F_q$ and $F_r$ are eigenfunctions of $L$ as well as that

$$
\mathbb{E}|F_p(X') - F_p(X)|^2 = 2\lambda_p E_\mu[F_p^2] = 2\lambda_p E_\mu[F_p^2].
$$

Now plugging (5.10) into (5.9) yields

$$
\frac{1}{2} \mathbb{E}[(F(X') - F(X))^2|L^{-1}F(X') - L^{-1}F(X)]
\leq \sqrt{2} \sum_{p,q,r=1}^m \lambda_p^{-1/2} \sqrt{E_\mu[F_p^2]} \lambda_q^{1/4} \lambda_r^{1/4}\left(3E_\mu[F_q^2\lambda_q^{-1}\Gamma(F_q, F_q)] - E_\mu[F_q^4]\right)^{1/4}
\cdot \left(3E_\mu[F_r^2\lambda_r^{-1}\Gamma(F_r, F_r)] - E_\mu[F_r^4]\right)^{1/4}
\cdot \left(3E_\mu[F_q^2\lambda_q^{-1}\Gamma(F_q, F_r)] - E_\mu[F_q^4]\right)^{1/4}
\cdot \left(3E_\mu[F_r^2\lambda_r^{-1}\Gamma(F_r, F_q)] - E_\mu[F_r^4]\right)^{1/4},
$$

The bound (2.21) now follows from (2.18).
5.4. Proof of Theorem 2.13. By the assumption that \( \lambda > 0 \), for \( h \in \text{Lip}(1) \) and with \( \psi = \psi_h \) we can still write

\[
\int_E h(F) d\mu - \int \mathcal{R} h d\gamma = E_\mu [\psi'(F) - F\psi(F)] \\
= E_\mu [\psi'(F) + \lambda^{-1}(L\psi(F))] - E_\mu [\psi(F)(\lambda^{-1}L\psi + F)] \\
= E_\mu [\psi'(F)(\lambda - \Gamma(F))] - E_\mu [\psi(F)(\lambda^{-1}L\psi + F)] \\
+ \lambda^{-1}E_\mu [R_\psi(F)],
\]

where we have applied (2.6). Hence, we obtain the bound

\[
\left| \int_E h(F) d\mu - \int \mathcal{R} h d\gamma \right| \leq \frac{\|\psi\|_\infty}{\lambda} E_\mu |\Gamma(F) - \lambda| + \|\psi\|_\infty E_\mu |\lambda^{-1}L\psi + F| + \frac{1}{\lambda} E_\mu |R_\psi(F)| \\
\leq \frac{\|\psi\|_\infty}{\lambda} \left( \text{Var}_\mu(\Gamma(F)) \right)^{1/2} + \|\psi\|_\infty \left( E_\mu \left[ (\lambda^{-1}L\psi + F)^2 \right] \right)^{1/2} + \frac{1}{\lambda} E_\mu |R_\psi(F)| \\
= \frac{\|\psi\|_\infty}{\lambda} \left( \text{Var}_\mu(\Gamma(F)) \right)^{1/2} + \|\psi\|_\infty \left( \lambda^{-2}E_\mu [(\lambda^{-1}L\psi)^2] - 1 \right)^{1/2} + \frac{1}{\lambda} E_\mu |R_\psi(F)| \\
= \frac{\|\psi\|_\infty}{\lambda} \left( \text{Var}_\mu(\Gamma(F)) \right)^{1/2} + \|\psi\|_\infty \left( \lambda^{-2} \text{Var}_\mu(L\psi) - 1 \right)^{1/2} + \frac{1}{\lambda} E_\mu |R_\psi(F)|.
\]

The bound (2.22) now follows from (2.13) and then (2.23) follows by an application of Lemma 2.6.

5.5. Proof of Theorem 3.5. We apply the bound (2.21) from Theorem 2.10 with \( m = n \) and with \( \lambda_p = p/n \) for \( p = 1, \ldots, n \). By Proposition 3.3 we have

\[
\Gamma(F_p, F_q) = \frac{1}{2n} \sum_{M \subseteq \{n\}; |M| \leq p+q-1} (p + q - |M|)U_M(p, q), \quad 1 \leq p, q \leq n,
\]

where

\[
F_pF_q = \sum_{M \subseteq \{n\}; |M| \leq p+q} U_M(p, q)
\]

is the Hoeffding decomposition of \( F_pF_q \). From this, using orthogonality, it follows immediately that

\[
\left( \text{Var}_\mu \left( \sum_{p,q=1}^{m} \lambda_p^{-1}\Gamma(F_p, F_q) \right) \right)^{1/2} \leq \left( \sum_{l=1}^{2n-1} \sum_{M \in D_l(n)} \text{Var} \left( \sum_{1 \leq p, q \leq n; p+q \geq l+1} \frac{1}{2p} U_M(p, q) \right) \right)^{1/2} \\
\leq \sum_{p,q=1}^{n} \frac{p + q - 1}{2p} \left( \sum_{M \subseteq \{n\}; 1 \leq |M| \leq p+q-1} \text{Var}(U_M(p, q)) \right)^{1/2}.
\]
To bound the second term, we argue again by way of orthogonality to obtain that

\[
3\mathbb{E}\left[F_q^{2} \lambda_q^{-1} \Gamma(F_q, F_q)\right] - \mathbb{E}[F_q^4] = 3\mathbb{E}\left[\sum_{M \subseteq [n]: |M| \leq 2q} U_M(q, q) : \frac{1}{2q} \sum_{M \subseteq [n]: |N| \leq 2q-1} (2q - |N|) U_N(q, q)\right] - \mathbb{E}[F_q^4]
\]

\[
= 3\mathbb{E}[U_0(q, q)^2] - \mathbb{E}[F_q^4] + 3 \sum_{M \subseteq [n]: 1 \leq |M| \leq 2q-1} \frac{2q - |M|}{2q} \mathbb{E}[U_M(q, q)^2]
\]

\[
\leq 3\mathbb{E}[F_q^2]^2 - \mathbb{E}[F_q^4] + \sum_{M \subseteq [n]: 1 \leq |M| \leq 2q-1} \frac{2q - |M|}{q} \mathbb{E}[U_M(q, q)^2]
\]

\[
\leq 3\mathbb{E}[F_q^2]^2 - \mathbb{E}[F_q^4] + \sum_{M \subseteq [n]: 1 \leq |M| \leq 2q-1} \frac{2q - |M|}{q} \mathbb{E}[U_M(q, q)^2].
\]  
(5.12)

Here, for the second equality we have used the fact that \( U_0(q, q) = \mathbb{E}[F_q^2] \). Next, from a slight generalization of Döbler and Peccati (2017, Lemma 2.10) to non-normalized random variables we have that

\[
\sum_{M \subseteq [n]: 1 \leq |M| \leq 2q-1} \mathbb{E}[U_M(q, q)] \leq \mathbb{E}[F_q^4] - 3\mathbb{E}[F_q^2]^2 + \kappa_q \mathbb{E}[F_q^2] \varrho_q^2.
\]

Plugging this into (5.12) we obtain that

\[
3\mathbb{E}\left[F_q^{2} \lambda_q^{-1} \Gamma(F_q, F_q)\right] - \mathbb{E}[F_q^4] \leq \sum_{M \subseteq [n]: 1 \leq |M| \leq 2q-1} \frac{2q - |M|}{q} \mathbb{E}[U_M(q, q)] + \kappa_q \mathbb{E}[F_q^2] \varrho_q^2
\]

\[
\leq \frac{2q - 1}{q} \sum_{M \subseteq [n]: 1 \leq |M| \leq 2q-1} \mathbb{E}[U_M(q, q)] + \kappa_q \mathbb{E}[F_q^2] \varrho_q^2,
\]  
(5.13)

yielding the respective second terms of the bounds.

5.6. Proofs of Theorem 3.7, Theorem 3.10 and Corollary 3.9. In what follows, for \( p \in \mathbb{N} \) and a function \( f : S^p \to \mathbb{R} \) we write \( \hat{f} \) for its symmetrization, i.e.

\[
\hat{f}(x_1, \ldots, x_p) := \frac{1}{p!} \sum_{\sigma \in S_p} f(x_{\sigma(1)}, \ldots, x_{\sigma(p)}), \quad (x_1, \ldots, x_p) \in S^p.
\]

Note that, if \( f \in L^q(\nu^p) \), then \( \|\hat{f}\|_{L^q(\nu^p)} \leq \|f\|_{L^q(\nu^p)} \), by the triangle inequality.

The following crucial product formula is Proposition 2.6 from Döbler and Peccati (2019).
Proposition 5.1 (Product formula for degenerate, symmetric U-statistics). Let $p, q \geq 1$ be positive integers and assume that $\psi \in L^2(\nu^p)$ and $\phi \in L^2(\nu^q)$ are canonical, symmetric kernels of orders $p$ and $q$ respectively. Then, whenever $n \geq p + q$ we have the Hoeffding decomposition:

$$J_p(\psi)J_q(\phi) = \sum_{t=0}^{2(p\wedge q)} J_{p+q-t}(\chi_{p+q-t})$$

(5.14)

where, for $t \in \{0, 1, \ldots, 2(p \wedge q)\}$, the canonical, symmetric kernel

$$\chi_{p+q-t} : S^{p+q-t} \to \mathbb{R},$$

of order $p + q - t$, is given by

$$\chi_{p+q-t} = \sum_{r=\lceil \frac{t}{2} \rceil}^{\lceil t \wedge p \wedge q \rceil} \binom{n-p-q+t}{t-r} \binom{p+q-t}{p-r, q-r, 2r-t} (\psi \ast_r^t \phi)_{p+q-t}.$$

(5.15)

In the previous expression, the kernels $(\psi \ast_r^t \phi)_{p+q-t}$ appearing in the definition of the Hoeffding components $J_{p+q-t}(\psi \ast_r^t \phi)_{p+q-t}$ are defined as in (3.12) and we have written $\lceil x \rceil$ to indicate the smallest integer greater or equal to the real number $x$.

Proof of Theorem 3.7: We start from the second bound in Theorem 3.5. By Proposition 5.1, for $1 \leq p, q \leq n$, and letting

$$\chi_{p+q-t} = \sum_{r=\lceil \frac{t}{2} \rceil}^{\lceil t \wedge p \wedge q \rceil} \binom{n-p-q+t}{t-r} \binom{p+q-t}{p-r, q-r, 2r-t} (\phi_p \ast_r^t \phi_q)_{p+q-t},$$

we have

$$\left( \sum_{M \subseteq [n], 1 \leq |M| \leq p+q-1} \text{Var}(U_M(p, q)) \right)^{1/2} = \left( \sum_{t=1}^{2(p\wedge q) \wedge (p+q-1)} \text{Var}(J_{p+q-t}(\chi_{p+q-t})) \right)^{1/2}$$

$$= \left( \sum_{t=1}^{2(p\wedge q) \wedge (p+q-1)} \binom{n}{p+q-t} \|\chi_{p+q-t}\|_2^2 \right)^{1/2}$$

$$\leq \left( \sum_{t=1}^{2(p\wedge q) \wedge (p+q-1)} \sqrt{\binom{n}{p+q-t}} \|\chi_{p+q-t}\|_2 \right)$$

$$\leq \left( \sum_{t=1}^{2(p\wedge q) \wedge (p+q-1)} \sqrt{\binom{n}{p+q-t}} \sum_{r=\lceil \frac{t}{2} \rceil}^{\lceil t \wedge p \wedge q \rceil} \binom{n-p-q+t}{t-r} \binom{p+q-t}{p-r, q-r, 2r-t} \|\phi_p \ast_r^t \phi_q\|_2 \right)^{1/2}$$

(5.16)

where we have used the triangle inequality several times as well as the fact that

$$\|(\chi_{p+q-t})_{p+q-t}\|_2 \leq \|\chi_{p+q-t}\|_2.$$
Next, it is easy to see that in the symmetric case

\[ q^2_\phi = \left( \frac{n-1}{q-1} \right) \| \phi \|^2 = \frac{q}{n} \mathbb{E}[F^2_q]. \]  

(5.17)

In order to derive a bound on \( \kappa_q^2 \) we have to recall its definition from Döbler and Peccati (2017). From the proof of Döbler and Peccati (2017, Lemma 2.10) it is evident that we may take \( \kappa_q = 2q \), whenever we can show that the quantity \( S_0 \) appearing there in formula (2.13) is nonnegative in the symmetric situation. This however is the content of (the slightly more general) Lemma 5.2 below. Hence, using (5.17), we can conclude that

\[ \kappa_q \mathbb{E}[F^2_q] q^2 = \frac{2q^2}{n} \mathbb{E}[F^2_q]^2, \]

finishing the proof of Theorem 3.7. \( \square \)

For degenerate, symmetric kernels \( \phi \in L^2(\nu^d) \) and \( \psi \in L^2(\nu^p) \) consider the corresponding degenerate, symmetric \( U \)-statistics

\[ V := J_q(\phi) = \sum_{I \in D_q(n)} \phi(X_i, i \in I) =: \sum_{I \in D_q(n)} V_I \quad \text{and} \]

\[ W := J_p(\psi) = \sum_{J \in D_p(n)} \phi(X_j, j \in I) =: \sum_{J \in D_p(n)} W_J. \]

Further, we let \( S_0 := S_0(n, q, p) \) be the collection of all quadruples \( (I, J, K, L) \in D_q(n)^2 \times D_p(n)^2 \) of indices such that

(i) \( I \cap K = J \cap L = \emptyset \),

(ii) \( \emptyset \neq I \cap J = I \setminus (I \cap L) \neq I \),

(iii) \( \emptyset \neq J \cap I = J \setminus (J \cap K) \neq J \),

(iv) \( \emptyset \neq K \cap J = K \setminus (L \cap K) \neq K \),

(v) \( \emptyset \neq L \cap I = L \setminus (L \cap K) \neq L \),

and we define

\[ S_0(V, W) = \sum_{(I, J, K, L) \in S_0} \mathbb{E}[V_IW_JW_KW_L] = \sum_{\substack{I, J \in D_q(n), \nu \in D_q(n): \\ K, L \in D_p(n): \\ I \cap K = J \cap L = \emptyset, \\ \emptyset \neq I \cap J = I \setminus (I \cap L) \neq I, \\ \emptyset \neq J \cap I = J \setminus (J \cap K) \neq J}} \mathbb{E}[V_IW_JW_KW_L], \]

where the last identity follows from degeneracy.

**Lemma 5.2.** In the above situation of symmetric, degenerate \( U \)-statistics \( V = J_q^{(n)}(\phi) \) and \( W = J_p^{(n)}(\psi) \) we always have that \( S_0(V, W) \geq 0 \).

**Proof:** We slightly abuse notation to write \( X_I \) for \( (X_i)_{i \in I} \) and so on. Then, by definition of \( S_0(V, W) \) we have

\[ S_0(V, W) = \sum_{(I, J, K, L) \in S_0} \mathbb{E}[\phi(X_I)\phi(X_J)\psi(X_K)\psi(X_L)] . \]  

(5.18)

Fix \( (I, J, K, L) \in S_0 \). Then, letting \( r := |I \cap J| \) it follows that \( 1 \leq r \leq q - 1 \). Also, \( |I \cap L| = |I| - |I \cap J| = q - r \) and \( 1 \leq |K \cap L| = |L| - |L \cap I| = p - (q - r) = p - q + r \), which implies that
\( r \geq 1 + q - p \). Moreover, by Fubini's theorem, for such a quadruple we have
\[
\mathbb{E} \left[ \phi(X_I) \phi(X_J) \psi(X_K) \psi(X_L) \right] \\
= \mathbb{E} \left[ (\phi \ast_r \phi)(X_{I\cap L}, X_{J\cap K}) (\psi \ast_{p-q+r} \psi)(X_{J\cap K}, X_{I\cap L}) \right] \\
= \mathbb{E} \left[ (\phi \ast_r \phi)(X_{I\cap L}, X_{J\cap K}) (\psi \ast_{p-q+r} \psi)(X_{I\cap L}, X_{J\cap K}) \right] \\
= \langle (\phi \ast_r \phi), (\psi \ast_{p-q+r} \psi) \rangle_{L^2(\mu_{2q-2r})}. \tag{5.19}
\]

Now, letting \( s = q - r \), we can conclude from items (iv) and (vi) of Döbler and Peccati (2018b, Lemma 2.4) that
\[
\langle (\phi \ast_r \phi), (\psi \ast_{p-q+r} \psi) \rangle_{L^2(\mu_{2q-2r})} = \langle (\phi \ast_{q-s} \phi), (\psi \ast_{p-s} \psi) \rangle_{L^2(\mu_{2q-2r})} \\
= \| \phi \ast_{q-s} \psi \|_{L^2(\mu_{p-q+2r})}^2 \geq 0. \tag{5.20}
\]
Hence, (5.18), (5.19) and (5.20) yield that
\[
S_0(V,W) = \sum_{r=1}^{q-1} \sum_{|I,J|\neq r} \| \phi \ast_{q-r} \psi \|_{L^2(\mu_{p-q+2r})}^2 \geq 0,
\]
as claimed. \( \square \)

For the proof of Theorem 3.10, the next result, which is Lemma 5.7 in Döbler et al. (2022), is needed.

**Lemma 5.3.** For all integers \( r, p, q \geq 1 \) and \( l \geq 0 \) such that \( 0 \leq l \leq r \leq p \wedge q \), there exists a constant \( K(p,q,r,l) \in (0,\infty) \) which only depends on \( p, q, r \) and \( l \) such that
\[
\| \psi_p \ast^l \psi_q \|_2 \leq K(p,q,r,l) \max_{(j,k,a,b) \in Q(p,q,r,l)} \| g_j \ast^a g_k \|_2.
\]

**Proofs of Corollary 3.9 and Theorem 3.10:** Corollary 3.9 immediately follows from Theorem 3.7 by noticing that, here,
\[
\phi_p = \left( \frac{n-p}{m-p} \right) \psi_p, \quad p = 1, \ldots, m,
\]
that \( \phi_p = 0 \) for \( p = m+1, \ldots, n \) and by taking into account the bound (3.21). Then, Theorem 3.10 follows from Corollary 3.9 by an application of Lemma 5.3. \( \square \)

### 5.7. Proof of Theorem 4.4.

The proof is via an application of Theorem 3.7. Since \( \phi_p \equiv 0 \) for \( p \geq 3 \), we see from this Theorem that it suffices to prove the following estimates for the relevant contraction norms:

1. \( n^{1/2} \| \phi_1 \ast \psi_1 \psi_1 \|_2 = \frac{1}{\sqrt{n}} \| 1/p_n - m \|_4^2 \leq \frac{\sqrt{3}}{\sqrt{n}} \sum_{i=1}^{m} \frac{1}{p_n(i)^4} - \frac{m^4}{n \sigma_n^4} \)
2. \( n \| \phi_1 \ast \psi_2 \|_2 \leq \min \left( 2 \frac{\sqrt{\sum_{i=1}^{m} \frac{1}{p_n(i)^2}}}{n \sigma_n^2} - \frac{m^3}{n^{1/4}(m-1)^{1/4}} + \frac{1}{\sqrt{n}} \| 1/p_n - m \|_4 \right) \)
3. \( n^{3/2} \| \phi_1 \ast \psi_2 \|_2 \leq \frac{2}{\sqrt{m-1}} \)
4. \( n^2 \| \psi_2 \ast \psi_2 \|_2 \leq \frac{4}{\sqrt{m-1}} \)
5. \( n^{3/2} \| \phi_2 \ast \psi_2 \|_2 \leq \frac{4}{\sqrt{m-1}} + \frac{4}{\sqrt{n}} \)
(vi) \( n^{3/2} \| \phi_2 \ast 1 \|_2 \phi_2 \|_2 \leq \frac{4}{\sqrt{m-1}} + \frac{4}{\sqrt{n}} \)

(vii) \( n \| \phi_2 \ast 0 \|_2 \phi_2 \|_2 \leq \frac{4\sqrt{\sum_{i=1}^{m} \frac{1}{p_n(i)^2}}}{n \sigma_n^2} \)

From Döbler and Peccati (2019, Lemma 2.4 (vi)) we see that (vi) and (v) are the same. Furthermore, it follows for (i) from the definition of contractions that

\[
\| \phi_1 \ast 1 \|_2 = \| \phi_1 \|_2^4 = \frac{1}{n^4 \sigma_n^4} \sum_{i=1}^{m} \left( \frac{1}{p_n(i)} - m \right)^4 p_n(i) \\
= \frac{1}{n^4 \sigma_n^4} \left( \sum_{i=1}^{m} \frac{1}{p_n(i)^3} - 3m^4 - 4m \sum_{i=1}^{m} \frac{1}{p_n(i)^2} + 6m^2 \sum_{i=1}^{m} \frac{1}{p_n(i)} \right) \\
\leq \frac{3}{n^4 \sigma_n^4} \left( \sum_{i=1}^{m} \frac{1}{p_n(i)^3} - m^4 \right),
\]

where, for the last step, we have used the inequalities

\[
\sum_{i=1}^{m} \frac{1}{p_n(i)^2} \geq \left( \sum_{i=1}^{m} \frac{1}{p_n(i)} \right)^{3/2} \geq m \sum_{i=1}^{m} \frac{1}{p_n(i)},
\]

\[
\sum_{i=1}^{m} \frac{1}{p_n(i)^3} \geq \left( \sum_{i=1}^{m} \frac{1}{p_n(i)} \right)^2 \geq m^2 \sum_{i=1}^{m} \frac{1}{p_n(i)},
\]

which all follow from the general inequality

\[\sum_{i=1}^{m} \frac{1}{p_n(i)^k} \geq \left( \sum_{i=1}^{m} \frac{1}{p_n(i)^{k-1}} \right)^{k+1} \]

\[\frac{1}{k}, \quad k \geq 1,\]

which may be proved by means of Jensen’s inequality. Hence, for (i) we conclude that

\[n^{1/2} \| \phi_1 \ast 1 \|_2 = \frac{1}{\sqrt{n}} \| 1/p_n - m \|_2^4 \leq \frac{\sqrt{3} \sqrt{\sum_{i=1}^{m} \frac{1}{p_n(i)^2} - m^4}}{n \sigma_n^2}\]

Next, we deal with (v). Writing \( \delta_{ij} = 1_{\{i=j\}} \) we have that

\[
\| \phi_2 \ast 0 \|_2 \phi_2 \|_2 = \frac{16}{n^4 \sigma_n^4} \sum_{i,j,k=1}^{m} \left( \delta_{i,j} - 1 \right)^2 \left( \delta_{j,k} - p_n(j) \right)^2 p_n(i)p_n(j)p_n(k) \\
= \frac{16}{n^4 \sigma_n^4} \sum_{i,j,k=1}^{m} \frac{p_n(i)p_n(k)}{p_n(j)^3} \left[ \left( \delta_{i,j} - p_n(j) \right)^2 \left( \delta_{j,k} - p_n(j) \right)^2 \right] \\
= \frac{16}{n^4 \sigma_n^4} \sum_{i,j,k=1}^{m} \frac{p_n(i)p_n(k)}{p_n(j)^3} \left[ 1_{\{i=j=k\}} - 41_{\{i=j=k\}} p_n(j) + \delta_{i,j}p_n(j)^2 + \delta_{k,j}p_n(j)^2 \\
+ 41_{\{i=j=k\}} p_n(j)^2 - 2\delta_{i,j}p_n(j)^3 - 2\delta_{k,j}p_n(j)^3 + p_n(j)^4 \right] \\
= \frac{16}{n^4 \sigma_n^4} \left( \sum_{j=1}^{n} \frac{1}{p_n(j)} - 4m + m + m + 4 - 2 - 2 + 1 \right) \\
= \frac{16}{n^4 \sigma_n^4} \left( \sum_{j=1}^{n} \frac{1}{p_n(j)} - 2m + 1 \right) = \frac{16}{n^4 \sigma_n^4} \left( \| 1/p_n - m \|_2^2 + (m - 1)^2 \right).\]
Hence, we conclude for (v) that

\[ n^{3/2} \| \phi_2 \ast 0 \|_2 = \frac{4\sqrt{n}}{n\sigma_n^2} \left( \frac{1}{2} \left\| \frac{1}{p_n} - m \right\|_2^2 + (m - 1)^2 \right)^{1/2} \]

\[ \leq \frac{4\sqrt{n} \|1/p_n - m\|_2}{\|1/p_n - m\|_2 + 2(n - 1)(m - 1)} + \frac{4\sqrt{n}(m - 1)}{\sqrt{m - 1} + \sqrt{n}} \]

where the second inequality follows from distinguishing cases as to whether \(\|1/p_n - m\|_2^2\) is greater or less than \(2(n - 1)(m - 1)\).

Similarly, one computes that

\[ \| \phi_1 \ast 0 \|_2 = \frac{4}{n^4\sigma_n^4} \left( \sum_{i=1}^{m} \frac{1}{p_n(i)^2} - (2m + 1) \sum_{i=1}^{m} \frac{1}{p_n(i)} + m^3 + m^2 \right) \]

\[ \leq \frac{4}{n^4\sigma_n^4} \left( \sum_{i=1}^{m} \frac{1}{p_n(i)^2} - m^3 \right), \]

so that, for (ii), we obtain that

\[ n\| \phi_1 \ast 0 \|_2 \leq \frac{2\sqrt{\sum_{i=1}^{m} \frac{1}{p_n(i)^2} - m^3}}{\|1/p_n - m\|_2 + 2(n - 1)(m - 1)} \cdot \]

Alternatively, Döbler and Peccati (2019, Lemma 2.4 (iii)) implies for (ii) that

\[ \| \phi_1 \ast 0 \|_2 \leq \| \phi_1 \ast 1 \|_2 : \| \phi_2 \ast 0 \|_2 \]

and using the results for (i) and (v) yields that

\[ n\| \phi_1 \ast 0 \|_2 \leq 2 \left( \frac{1}{\sqrt{n}(m - 1)} + \frac{1}{n} \right)^{1/2} \frac{\|1/p_n - m\|_4}{\sqrt{n}\sigma_n} \]

\[ \leq 2 \left( \frac{1}{n^{1/4}(m - 1)^{1/4}} + \frac{1}{\sqrt{n}} \right) \frac{\|1/p_n - m\|_4}{\sqrt{n}\sigma_n} \]

Next, we turn to (iv). Note that

\[ (\phi_2 \ast 1 \phi_2)(i, j) = \frac{4}{n^2\sigma_n^2} \sum_{k=1}^{m} \left( \frac{\delta_{i,k}}{p_n(i)} - 1 \right) \left( \frac{\delta_{j,k}}{p_n(j)} - 1 \right) p_n(k). \]

Hence, we have that

\[ \| \phi_2 \ast 1 \|_2^2 = \frac{16}{n^4\sigma_n^4} \sum_{i,j,k,l=1}^{m} p_n(i)p_n(j)p_n(k)p_n(l) \]

\[ \cdot \left( \frac{\delta_{i,k}}{p_n(i)} - 1 \right) \left( \frac{\delta_{j,k}}{p_n(j)} - 1 \right) \left( \frac{\delta_{i,l}}{p_n(i)} - 1 \right) \left( \frac{\delta_{j,l}}{p_n(l)} - 1 \right) \]

\[ = \frac{16}{n^4\sigma_n^4} \sum_{i,j,k,l=1}^{m} p_n(k) p_n(j) \left( \delta_{i,k} - p_n(i) \right) \left( \delta_{j,k} - p_n(j) \right) \left( \delta_{i,l} - p_n(l) \right) \left( \delta_{j,l} - p_n(l) \right) \]

\[ = \frac{16}{n^4\sigma_n^4} \left( m - 4 + 6 - 4 + 1 \right) = \frac{16(m - 1)}{n^4\sigma_n^4}, \]
where we have omitted some details of the computation. Hence, for (iv) we conclude that

\[
n^2 \| \phi_2 \star \phi_2 \|_2 = \frac{4\sqrt{m-1}}{\sigma_n^2} \leq \frac{4n\sqrt{m-1}}{\|1/p_n - m\|_2^2 + 2(n-1)(m-1)}.
\]

Next, for (iii), observe that

\[
(\phi_1 \star \phi_2)(i) = \frac{2}{n^2\sigma_n^2} \sum_{j=1}^{m} \left( \frac{1}{p_n(j)} - m \right) \left( \frac{\delta_{i,j}}{p_n(j)} - 1 \right) p_n(j)
\]

and, hence,

\[
\| \phi_1 \star \phi_2 \|_2^2 = \frac{4}{n^4\sigma_n^4} \sum_{i,j,k=1}^{m} \left( \frac{1}{p_n(j)} - m \right) \left( \frac{\delta_{i,j}}{p_n(j)} - 1 \right) \left( \frac{1}{p_n(k)} - m \right) \left( \frac{\delta_{i,k}}{p_n(k)} - 1 \right)
\]

\[
\cdot p_n(j)p_n(k)p_n(i)
\]

\[
= \| \phi_1 \star \phi_2 \|_2^2 = \frac{4}{n^4\sigma_n^4} \sum_{i,j,k=1}^{m} \frac{1}{p_n(j)} (1 - mp_n(j)) (1 - mp_n(k))
\]

\[
\cdot (\delta_{i,j} - p_n(j)) (\delta_{i,k} - p_n(i))
\]

\[
= \frac{4}{n^4\sigma_n^4} \left( \sum_{j=1}^{m} \frac{1}{p_n(j)} - m^2 \right) = \frac{4\|1/p_n - m\|_2^2}{n^4\sigma_n^4},
\]

where we have again omitted the details. Hence, for (iii) we obtain that

\[
n^{3/2} \| \phi_1 \star \phi_2 \|_2 = \frac{2\sqrt{n} \|1/p_n - m\|_2}{n\sigma_n^2} = \frac{2\sqrt{n} \|1/p_n - m\|_2}{\|1/p_n - m\|_2^2 + 2(n-1)(m-1)}
\]

\[
\leq \frac{2}{\sqrt{m-1}},
\]
where the inequality again follows from distinguishing cases as above. As to (vii), observe that we have

\[
\|\phi_2 *_2 \phi_2\|_2^2 = \|\phi_2\|_4^4 = \frac{16}{n^4 \sigma_n^4} \sum_{i,j=1}^m \left( \delta_{ij} - 1 \right)^4 p_n(i)p_n(j)
\]

\[
= \frac{16}{n^4 \sigma_n^4} \sum_{i=1}^m p_n(i) \left( \sum_{j \neq i} p_n(j) + \left( \frac{1}{p_n(i)} - 1 \right)^4 p_n(i) \right)
\]

\[
= \frac{16}{n^4 \sigma_n^4} \left( \sum_{i=1}^m p_n(i)(1 - p_n(i)) + \sum_{i=1}^m \left( \frac{1}{p_n(i)} - 1 \right)^4 p_n(i)^2 \right)
\]

\[
= \frac{16}{n^4 \sigma_n^4} \left( 1 - \sum_{i=1}^m p_n(i)^2 + \sum_{i=1}^m \frac{1}{p_n(i)^2} - 4 \sum_{i=1}^m p_n(i) - 4 \sum_{i=1}^m \frac{1}{p_n(i)} + 6m + \sum_{i=1}^m p_n(i)^2 \right)
\]

\[
= \frac{16}{n^4 \sigma_n^4} \left( 6m - 3 + \sum_{i=1}^m \frac{1}{p_n(i)^2} - 4 \sum_{i=1}^m \frac{1}{p_n(i)} \right)
\]

\[
\leq \frac{16}{n^4 \sigma_n^4} \left( \sum_{i=1}^m \frac{1}{p_n(i)^2} + 6m - 3 - 4m^2 \right) \leq \frac{16}{n^4 \sigma_n^4} \sum_{i=1}^m \frac{1}{p_n(i)^2},
\]

where we have used the inequality

\[
\sum_{i=1}^m \frac{1}{p_n(i)} \geq m^2,
\]

which follows from (4.2), in the next to last inequality as well as the fact that \(6m - 3 - 4m^2 < 0\) for all \(m \in \mathbb{N}\). Hence, we obtain for (vii) that

\[
n\|\phi_2 *_2 \phi_2\|_2 \leq \frac{4}{n^4 \sigma_n^2} \left( \sum_{i=1}^m \frac{1}{p_n(i)^2} \right)^{1/2} = \frac{4 \sqrt{\sum_{i=1}^m \frac{1}{p_n(i)^2}}}{\|1/p_n - m\|_2 + 2(n-1)(m-1)}.
\]

**Appendix A. Approximation by other distributions**

The methods developed in this paper are not restricted to normal approximation but may be easily extended to the approximation by any absolutely continuous distribution, for which a version of Stein’s method has been established. We exemplify this by considering the family of centered Gamma distributions (see e.g. Döbler and Peccati, 2018b; Nourdin and Peccati, 2009). Thus, we denote by \(\Gamma(\nu)\) the so-called centered Gamma distribution with parameter \(\nu > 0\), which by definition is the distribution of

\[
Z_{\nu} := 2X_{\nu/2,1} - \nu,
\]

where, \(X_{\nu/2,1}\) has distribution \(\Gamma(\nu/2, 1)\). Here, for \(r, \lambda \in (0, \infty)\), we let \(\Gamma(r, \lambda)\) be the usual Gamma distribution with shape parameter \(r\) and rate \(\lambda\) having the probability density function (p.d.f.)

\[
p_{r,\lambda}(x) = \begin{cases} \frac{x^{r-1}e^{-\lambda x}}{\Gamma(r)}, & \text{if } x > 0; \\ 0, & \text{otherwise}, \end{cases}
\]

where

\[
\Gamma(t) := \int_0^\infty x^{t-1}e^{-x}dx.
\]
Notice that, if \( \nu \) is an integer, then \( \bar{\Gamma}(\nu) \) has a centered \( \chi^2 \) distribution with \( \nu \) degrees of freedom. It is obvious that one has

\[
\mathbb{E}[Z_\nu] = 0 \quad \text{and} \quad \text{Var}(Z_\nu) = \mathbb{E}[Z_\nu^2] = 2\nu.
\]

A suitable version of Stein’s method for \( \bar{\Gamma}(\nu) \), which is valid on the whole real line, has been developed in the recent paper Döbler and Peccati (2018b). There, the authors considered the Stein equation

\[
2(x + \nu)\psi'(x) - x\psi(x) = h(x) - \mathbb{E}[h(Z_\nu)] ,
\]

which is defined for all \( x \in \mathbb{R} \) and which, as opposed to previous work Nourdin and Peccati (2009); Peccati and Thäle (2013), crucially features a linear coefficient of \( \psi' \). We refer to Döbler and Peccati (2018b) for a discussion of the importance of a linear coefficient of \( \psi' \) in the Stein equation for certain classes of applications.

In Döbler and Peccati (2018b), the exchangeable pairs approach for centered Gamma approximation has also been established and we review here their main approximation result in this context: Suppose that \( W, W' \) are identically distributed real-valued random variables on the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) such that \( \mathbb{E}[W^2] < \infty \). Assume that \( \mathcal{G} \) is a sub-\( \sigma \)-field of \( \mathcal{F} \) such that \( \sigma(W) \subseteq \mathcal{G} \). Given a real number \( \lambda > 0 \), define the random variables \( R \) and \( S \) via the regression equations

\[
\frac{1}{\lambda} \mathbb{E}[W' - W \mid \mathcal{G}] = -W + R \quad \text{and} \quad \frac{1}{2\lambda} \mathbb{E}[(W' - W)^2 \mid \mathcal{G}] = 2(W + \nu) + S.
\]

The following result is taken from Döbler and Peccati (2018b).

**Proposition A.1** (Theorem 2.5 of Döbler and Peccati, 2018b). Let \( W \) and \( W' \) be as above and assume that \( h \) is continuously differentiable on \( \mathbb{R} \) and that both \( h \) and \( h' \) are Lipschitz-continuous. Then, we have the bound

\[
\left| \mathbb{E}[h(W)] - \mathbb{E}[h(Z_\nu)] \right| \leq \|h'\|_\infty \left( \max(1, 2\nu^{-1}) \mathbb{E}|S| + \mathbb{E}|R| \right)
+ \frac{\max(1, \frac{2}{\nu}) \|h''\|_\infty + \|h''\|_\infty \mathbb{E}|W' - W|^3}{6\lambda}.
\]

If, moreover, \( \mathbb{E}[W^2] = 2\nu \) and (A.2) holds with \( R = 0 \), then, since \( \mathbb{E}[S] = 0 \) in this case, we also have the bound

\[
\left| \mathbb{E}[h(W)] - \mathbb{E}[h(Z_\nu)] \right| \leq \max(1, \frac{2}{\nu}) \|h'\|_\infty \sqrt{\text{Var}(S)}
+ \frac{\max(1, \frac{2}{\nu}) \|h''\|_\infty + \|h''\|_\infty \mathbb{E}|W' - W|^3}{6\lambda}.
\]

Proposition A.1 relies on the following analytical result that is also proved in Döbler and Peccati (2018b) and which provides suitable bounds on the solution to (A.1) under smoothness assumptions on \( h \). It is also key to proving Theorem A.3 below.

**Proposition A.2** (Theorem 2.3 of Döbler and Peccati, 2018b).

(a) Let \( h \) be Lipschitz-continuous on \( \mathbb{R} \). Then, there exists a Lipschitz-continuous solution \( \psi_h \) of (A.1) on \( \mathbb{R} \) which satisfies the bounds

\[
\|\psi_h\|_\infty \leq \|h'\|_\infty \quad \text{and} \quad \|\psi_h'\|_\infty \leq \max(1, \frac{2}{\nu}) \|h''\|_\infty.
\]

(b) Suppose that \( h \) is continuously differentiable on \( \mathbb{R} \) and that both \( h \) and \( h' \) are Lipschitz-continuous. Then, the solution \( \psi_h \) of (A.1) in (a) is in fact continuously differentiable on
\( \mathbb{R} \) and its derivative \( \psi_h' \) is Lipschitz-continuous with minimum Lipschitz constant
\[
\|\psi_h''\|_\infty \leq \max \left(1, \frac{2}{\nu} \right) \|h'\|_\infty + \|h''\|_\infty.
\]

Using the bounds on the solution \( \psi_h \) given in Proposition A.2, the following version of Theorem 2.8 for centered Gamma approximation, which does not depend on (A.2) and (A.3), can easily be proved. Gamma versions of the other approximation results in Subsection 2.2 can be derived similarly.

**Theorem A.3.** Assume that Assumption 2.4 holds. Suppose that \( h : \mathbb{R} \to \mathbb{R} \) is continuously differentiable with a Lipschitz derivative \( h' \). Then, for \( F \in L^3(\mu) \) which satisfies \( E_\mu[F] = 0 \) and \( \text{Var}_\mu(F) = 2\nu \) we have the bound
\[
\left| E_\mu[h(F)] - \Gamma(\nu)(h) \right| \leq \max \left(1, \frac{2}{\nu} \right) \|h'\|_\infty E_\mu[2(F + \nu) - \Gamma(F, -L^{-1}F)] + \max \left(\frac{1}{4}, \frac{1}{2\nu} \right) \|h'\|_\infty + \frac{1}{4} \|h''\|_\infty \mathbb{E} \left[ \left| L^{-1}F(X') - L^{-1}F(X) \right| (F(X') - F(X))^2 \right].
\]
If, in fact \( F \in L^4(\mu) \), then one has the further bound
\[
\left| E_\mu[h(F)] - \Gamma(\nu)(h) \right| \leq \max \left(1, \frac{2}{\nu} \right) \|h'\|_\infty \sqrt{\text{Var}_\mu(2F - \Gamma(F, -L^{-1}F))} + \max \left(\frac{1}{4}, \frac{1}{2\nu} \right) \|h'\|_\infty + \frac{1}{4} \|h''\|_\infty \sqrt{-E_\mu[F^2L^{-1}F]} \sqrt{E_\mu[F^3LF]} + 3E_\mu[F^2\Gamma(F,F)].
\]

We finish this subsection with the remark that, similarly, results analogous to Theorem A.3 can be proved for further absolutely continuous distributions, like for the Beta distribution. This is done by combining the methods of the present paper with bounds on the solution to the Beta Stein equation as provided in Goldstein and Reinert (2013); Döbler (2015); Döbler (2012).

In general, roughly, the term \( 2(F + \nu) \) appearing in the first bound of Theorem A.3 then has to be replaced by another term \( \tau(F) \), where \( \tau \) is the celebrated Stein factor or Stein kernel (see e.g. Ley et al., 2017), defined by
\[
\tau(x) = \frac{-1}{p(x)} \int_a^x tp(t)dt = \frac{1}{p(x)} \int_x^b tp(t)dt,
\]
and where \( p \) is the density function of the respective limiting distribution. Here, we assume that \( p \) is supported on the interval \( [a, b], -\infty < a < 0 < b \leq +\infty \), as well as that it is centered.

Finally, we mention that the approach developed in the present section can be naturally extended to the class of centered, multivariate normal distributions. This is dealt with in a separate paper in progress.

**Appendix B. Finite population statistics**

In this section we fix two integers \( 1 \leq n < N \) as well as a set \( \mathcal{X} = \{a_1, \ldots, a_N\} \) of cardinality \( N \). We then let \( E \) be the collection of all \( \binom{N}{n} \) \( n \)-subsets of \( \mathcal{X} \), equipped with its power set \( \mathcal{E} = \mathcal{P}(E) \) and the uniform distribution \( \mu \) on \( (E, \mathcal{E}) \). A functional
\[
F : E \to \mathbb{R}
\]
is customarily called a finite population statistic. Note that such a finite population statistic may be identified with a symmetric function \( F : \mathcal{X}_n^\# \to \mathbb{R} \), where
\[
\mathcal{X}_n^\# = \{(x_1, \ldots, x_n) \in \mathcal{X}^n : x_i \neq x_j \text{ for all } i \neq j \}.
\]
This will be tacitly done in what follows. Elements \( (X_1, \ldots, X_n) \) of \( \mathcal{X}_n^\# \) that are chosen uniformly at random are customarily called a simple random sample of size \( n \) drawn from the population \( \mathcal{X} \).
We may construct an exchangeable pair \((X, X')\) with marginal distribution \(\mu\) as follows: On a suitable probability space \((\Omega, \mathcal{F}, \mathbb{P})\), construct a simple random sample \(X_1, \ldots, X_{n+1}\) of size \(n+1\) from \(\mathcal{X}\) and let \(I\) be independent of \(S\) and uniformly distributed on \([n]\). Then, for \(1 \leq j \leq n\), let \(X'_j := X_j\) if \(j \neq I\) and let \(X'_I := X_{n+1}\). Finally, set \(X := \{X_1, \ldots, X_n\}\) and \(X' := \{X'_1, \ldots, X'_n\} = (X \setminus \{X_I\}) \cup \{X_{n+1}\}\). Then, \((X, X')\) is exchangeable and the operator \(L\) from (2.1) on \(L^2(\mu) = \mathbb{R}^E\) is given by

\[
LF(A) = \frac{1}{n(N-n)} \sum_{a \in A} \sum_{b \in \mathcal{X} \setminus A} \left( F(A \setminus \{a\} \cup \{b\}) - F(A) \right).
\]  

(B.1)

Recall from Section 2 that \(-L\) is a positive, self-adjoint operator on the \(\binom{N}{n}\)-dimensional Hilbert space \(L^2(\mu)\) and, hence, by the spectral theorem there is a basis of \(L^2(\mu)\) consisting of eigenvectors of \(-L\) that correspond to the non-negative eigenvalues \(0 = \lambda_0 < \lambda_1 < \ldots < \lambda_r\). We will show next that, as in the independent case considered in Subsection 3, the Hoeffding decomposition of such functionals \(F\) is key to understanding the diagonalization of \(L\). In particular, we will see that \(r = \min\{n, N-n\}\) and identify the eigenvalues \(\lambda_j\) and the dimensions of the corresponding eigenspaces.

The Hoeffding decomposition of symmetric statistics of a simple random sample has been investigated and applied in several papers like e.g. Zhao and Chen (1990); Bloznelis and Götze (2001, 2002). We will rely here mostly on the results and presentation from the paper Bloznelis and Götze (2001). For \(n, N\) as above define \(n_* := \min\{n, N-n\} \leq N/2\). Then, according to Bloznelis and Götze (2001, Section 2), the functional \(F\) from above has the following (unique) Hoeffding decomposition

\[
F(X_1, \ldots, X_n) = E_\mu[F] + \sum_{k=1}^{n_*} \sum_{1 \leq i_1 < \ldots < i_k \leq n} g_k(X_{i_1}, \ldots, X_{i_k})
\]

\[
= E_\mu[F] + \sum_{k=1}^{n_*} \sum_{J \in \mathcal{D}_k(n)} g_k(X_{i_1}, i \in J)
\]

\[
=: E_\mu[F] + \sum_{k=1}^{n_*} U_k,
\]

(B.2)

where

\[
E_\mu[F] = \mathbb{E}[F(X_1, \ldots, X_n) | X_1, \ldots, X_{k-1}]
\]

and where, for \(1 \leq k \leq n_*\), \(g_k : \mathcal{X}_k \rightarrow \mathbb{R}\) is a symmetric function such that

\[
0 = \mathbb{E}[g_k(X_1, \ldots, X_k) | X_1, \ldots, X_{k-1}]
\]

\[
= \sum_{y \in \mathcal{X} \setminus \{X_1, \ldots, X_{k-1}\}} g(y, X_1, \ldots, X_{k-1}) \mathbb{P}(X_k = y | X_1, \ldots, X_{k-1})
\]

\[
= \mathbb{I}\left\{ (X_1, \ldots, X_{k-1}) \in \mathcal{X}_k \right\} \frac{1}{N-k+1} \sum_{y \in \mathcal{X} \setminus \{X_1, \ldots, X_{k-1}\}} g(y, X_1, \ldots, X_{k-1}).
\]

Such a function \(g_k\) is then, as in the case of independent observations, called a degenerate, symmetric kernel of order \(k\). From this the following seemingly stronger property of \(g_k\) follows: For all \(0 \leq r \leq k-1\), all \(1 \leq i_1 < \ldots < i_k \leq n\) and all \(1 \leq j_1 < \ldots < j_r \leq n\) one has that

\[
\mathbb{E}[g_k(X_{i_1}, \ldots, X_{i_k}) | X_{j_1}, \ldots, X_{j_r}] = 0.
\]  

(B.3)
It follows from (B.3) that, as in the independent case, the Hoeffding components $U_k$, $1 \leq k \leq n_*$, are orthogonal in $L^2(\mathbb{P})$. We remark that in Bloznelis and Götze (2001) completely explicit formulas similar to (3.17) are given for the degenerate kernels $g_k$.

Let $\mathcal{S}_0 := \mathbb{R}$ be the space of real constant functions and, for $1 \leq p \leq n$, let $\mathcal{S}_p$ be the linear space of all functionals $F_p$ of the form

$$F_p(x_1, \ldots, x_n) = \sum_{1 \leq i_1 < \ldots < i_p \leq n} g(x_{i_1}, \ldots, x_{i_p}), \quad (x_1, \ldots, x_n) \in \mathcal{X}^n, \quad (B.4)$$

where $g$ is a degenerate, symmetric kernel of order $p$. Such a function is called a degenerate, symmetric $U$-statistic with kernel $g$ and based on $X_1, \ldots, X_n$. Then, from the above facts about Hoeffding decompositions it follows that

$$L^2(\mu) = \bigoplus_{p=0}^{n_*} \mathcal{S}_p. \quad (B.5)$$

In particular, one has $\mathcal{S}_p = \{0\}$ for $n_* + 1 \leq p \leq N$, i.e. for such a $p$ there is no non-zero degenerate, symmetric kernel of order $p$. Again, we refer to $\mathcal{S}_p$ as the Hoeffding space of order $p$. We have the following analogue of Proposition 3.1.

**Proposition B.1.** For $p = 0, 1, \ldots, n_*$, the space $\mathcal{S}_p$ equals the eigenspace of $-L$ corresponding to the eigenvalue $\lambda_p := \frac{b(N-p+1)}{n(N-n)}$. In particular, $L$ is diagonalizable and has a spectral gap of $\frac{N}{n(N-n)}$. Moreover, one has $\dim \mathcal{S}_p = \binom{N}{p} - \binom{N}{p-1}$ for $1 \leq p \leq n_*$ and $\dim \mathcal{S}_0 = 1$.

**Proof:** We first prove the claim about the dimension of the $\mathcal{S}_p$. Clearly, $\dim \mathcal{S}_0 = 1$. Let $1 \leq p \leq n_*$. By the uniqueness of the Hoeffding decomposition it follows that $\dim \mathcal{S}_p = \dim V_p$, where, for $1 \leq k \leq N/2$, $V_k$ is the space of all symmetric functions $g : \mathcal{X}^k \to \mathbb{R}$ such that for all $(x_1, \ldots, x_{k-1}) \in \mathcal{X}^{k-1}$ one has

$$\sum_{y \neq x_1, \ldots, x_{k-1}} g(x_1, \ldots, x_{k-1}, y) = 0.$$

In particular, $V_k$ does not depend on $n$. Taking dimensions on both sides of (B.5) we obtain that

$$\binom{N}{n} = 1 + \sum_{p=1}^{n_*} \dim \mathcal{S}_p = 1 + \sum_{p=1}^{n_*} \dim V_p$$

for all $1 \leq n \leq \lfloor N/2 \rfloor$. Thus, (replacing $n$ with $p$) for $1 \leq p \leq \lfloor N/2 \rfloor$ we obtain that

$$\dim V_p = \binom{N}{p} - \binom{N}{p-1}.$$

Next, we prove that

$$\mathcal{S}_p \subseteq \ker \left(L + \lambda_p \text{Id}\right), \quad 0 \leq p \leq n_*.$$

This is clear for $p = 0$. If $1 \leq p \leq n_*$, take $F_p \in \mathcal{S}_p$ as in (B.4) and define

$$U_p := F_p(X_1, \ldots, X_n) = \sum_{1 \leq i_1 < \ldots < i_p \leq n} g(X_{i_1}, \ldots, X_{i_p})$$

as well as

$$U'_p := F_p(X'_1, \ldots, X'_n) = \sum_{1 \leq i_1 < \ldots < i_p \leq n} g(X'_{i_1}, \ldots, X'_{i_p}).$$
Then, with obvious notation we have

\[
U'_p - U_p = \sum_{i=1}^{n} \mathbb{1}_{\{i\}} \sum_{j \in J} \left( g(X_j, j \in J) - g(X_{n+1}, X_j, j \in J \setminus \{i\}) \right)
\]

and, hence,

\[
LF_p(X) = \mathbb{E}[U'_p - U_p | X] = \frac{1}{n} \sum_{i=1}^{n} \sum_{J \in D_p(n): i \in J} \left( g(X_{n+1}, X_j, j \in J \setminus \{i\}) - \frac{1}{N-n} \sum_{l \in ([n] \setminus J) \cup \{i\}} g(X_l, X_j, j \in J \setminus \{i\}) \right)
\]

\[
= -\frac{p}{n} U_p - \frac{1}{n(N-n)} \sum_{i=1}^{n} \sum_{J \in D_p(n): i \in J} \left( g(X_l, X_j, j \in J \setminus \{i\}) \right)
\]

For the second identity we used the fact that

\[
\mathbb{E}[g(X_{n+1}, X_j, j \in J \setminus \{i\}) | X_1, \ldots, X_n] = -\frac{1}{N-n} \sum_{l \in ([n] \setminus J) \cup \{i\}} g(X_l, X_j, j \in J \setminus \{i\})
\]

which follows from equation (2.11) of Zhao and Chen (1990) (or else from a direct computation). Hence, we have shown that

\[
LF_p = -\lambda_p F_p.
\]

It remains to prove the inclusions

\[
S_p \supseteq \ker(L + \lambda_p \text{Id}), \quad 0 \leq p \leq n_*
\]

Let \(0 \leq p \leq n_*\) and \(F \in \ker(L + \lambda_p \text{Id}). Then, by (B.5) there are \(F_j \in S_j, 0 \leq j \leq n_*,\) such that

\[
F = \sum_{j=0}^{n_*} F_j.
\]

By the inclusions just proved and by the orthogonality of the eigenspaces of the self-adjoint operator \(L,\) this implies that, for \(j \neq p,\) we have

\[
0 = \mathbb{E}_\mu[FF_j] = \sum_{k=0}^{n_*} \mathbb{E}_\mu[F_k F_j] = \mathbb{E}_\mu[F_j^2].
\]

Hence, \(F_j = 0\) and \(F = F_p \in S_p. \qquad \square\)

In order to cope with the carré du champ operator \(\Gamma\) corresponding to \(L,\) we prove the following analogue of Proposition 3.3.
Proposition B.2. Let $1 \leq p, q \leq n_*$ be integers and suppose that $F \in S_p$ and $G \in S_q$ are given. Then, $F(X)G(X)$ has a Hoeffding decomposition of the form

$$F(X)G(X) = E_\mu[FG] + \sum_{k=1}^{(p+q)\wedge n_*} H_k(X),$$

where, for $1 \leq k \leq (p + q) \wedge n_*$, $h_k$ is a degenerate, symmetric kernel of order $k$ and we define $H_k \in S_k$ by

$$H_k(x_1, \ldots, x_n) := \sum_{J \in D_k(n)} h_k(x_j, j \in J).$$

Moreover, in terms of this Hoeffding decomposition of the product $F(X)G(X)$ one has that

$$\Gamma(F, G) = \frac{1}{2} \sum_{k=1}^{(p+q)\wedge n_*} (\lambda_p + \lambda_q - \lambda_k) H_k$$

$$= \frac{1}{2n(N-n)} \sum_{k=1}^{(p+q)\wedge n_*} ((N + 1)(p + q - k) - p^2 - q^2 + k^2) H_k.$$

Proof: The claim about the Hoeffding decomposition is clear by the definition of the spaces $S_p$ and $S_q$ and since $FG$ is a symmetric functional on $E$. The representation of $\Gamma$ then follows from the definition $2\Gamma(F, G) = L(FG) - FLG - GLF$ and from Proposition B.1.

We have now provided the main ingredients to prove analogues of Theorems 3.5 and 3.7 about the normal approximation of functionals of a simple random sample, again by an application of the abstract Theorem 2.10. There are, however, some important differences to keep in mind. For instance, in contrast to the situation of Subsection 3, we here have $\lambda_{p+q} \neq \lambda_p + \lambda_q$. This introduces an additional (but controllable) term when dealing with the term $\text{Var}_\mu(\Gamma(F_p, F_q))$. Moreover, a substitute for Döbler and Peccati (2017, Lemma 2.10), which is an essential tool in the proof of Theorem 3.5, is needed. Since dealing with these issues necessarily involves some technicalities, we consider the objective of giving explicit bounds on the normal approximation of a functional $F \in L^2(\mu)$ as a separate problem for future work. We just mention here that the asymptotic normality with or without providing error bounds for such functionals has been dealt with in several papers, like e.g. Nandi and Sen (1963); Zhao and Chen (1990); Kocić and Weber (1991); Bloznelis and Götze (2001, 2002). In all these papers however, the functional $F$ is assumed to be non-degenerate, meaning that $\text{Var}(g_k(X_1)) > 0$. On the contrary, as in the independent case, it is to be expected that our approach can deal with all possible scenarios of degeneracy and non-degeneracy at the same time and is thus more flexible.

Appendix C. Functionals on finite groups

In this section we let $(G, \cdot)$ be a finite group of order $|G| = m$ and denote by $\mathcal{P}(G)$ its power set. Moreover, we denote by $\mu$ the uniform distribution on $(G, \mathcal{P}(G))$. We will write $x_1 = e, x_2, \ldots, x_m$ for the pairwise distinct elements of $G$, with $e$ denoting its identity element. We may and will identify $\mu$ with the row vector $\mu = (\mu(x_1), \ldots, \mu(x_m))$ in what follows. For a fixed probability measure $T$ on $(G, \mathcal{P}(G))$ we define the matrix $K = (K(x, y))_{x,y \in G} \in \mathbb{R}^{G \times G}$ by $K(x, y) := T(yx^{-1})$. Then, as is well-known, $K$ is always a doubly stochastic matrix and the corresponding Markov chain is customarily called the random walk on $G$ induced by the probability measure $T$. Since $K$ is doubly stochastic, the uniform distribution $\mu$ is always stationary for $K$, i.e. $\mu K = \mu$. Moreover, $\mu$ is the only stationary distribution for $K$ if and only if $K$ is irreducible, which holds if and only if the support

$$\mathcal{S}(T) := \{g \in G : T(g) > 0\}$$
of $T$ generates $G$ as a group. Moreover, $\mu$ is even reversible with respect to $K$ if and only if $K = K^T$ is symmetric, which is equivalent to the condition that

$$T(x) = T(x^{-1}) \quad \text{for all } x \in G. \quad (C.1)$$

In what follows, we will always assume that (C.1) holds as well as that $S(T)$ generates $G$, so that $K$ is irreducible and the unique stationary distribution $\mu$ is also reversible with respect to $K$.

Denote by $\text{Irr}(G) = (V_i, g_i)$ a complete system of pairwise non-equivalent irreducible representations of $G$ and, for $i \in I$, let $d_i$ denote the dimension and $\chi_i$ the character of the representation $g_i$, respectively. Note that in this situation, the space $L^2(\mu)$ coincides with the space $\mathbb{C}^G$ of all complex-valued functions on $G$ and that the inner product on $L^2(\mu)$ is given by

$$\langle f, g \rangle_\mu = \frac{1}{m} \sum_{j=1}^m f(x_j)\overline{g(x_j)}.$$ 

By $\varrho_{\text{reg}}$ we denote the left-regular representation on $G$ which acts on $L^2(\mu)$ as follows:

$$(\varrho_{\text{reg}}(x)f)(y) := f(x^{-1}y)$$

It is well-known (see e.g. Diaconis, 1988; Serre, 1977) that, for $i \in I$, $\varrho_{\text{reg}}$ contains exactly $d_i$ copies of $g_i$. More precisely, this means that

$$L^2(\mu) = \bigoplus_{i \in I} \bigoplus_{j=1}^{d_i} W_{i,j}, \quad (C.2)$$

where, for all $i \in I$ and $1 \leq j \leq d_i$, $W_{i,j}$ is an invariant subspace of $L^2(\mu)$ with respect to $\varrho_{\text{reg}}$ on which $\varrho_{\text{reg}}$ acts like an equivalent copy $\tilde{g}_i$ of $g_i$, i.e.

$$\varrho_{\text{reg}}(x)f = \tilde{g}_i(x)f \in W_{i,j} \quad \text{for all } f \in W_{i,j} \text{ and } x \in G.$$

The Fourier transform $\hat{f}$ of $f \in L^2(\mu)$ evaluated at a representation $\varrho$ is defined by

$$\hat{f}(\varrho) := \sum_{x \in G} f(x)\varrho(x).$$

Hence, we conclude that each space $W_{i,j}$ in the above decomposition of $L^2(\mu)$ is also invariant with respect to the linear operator $\hat{\varrho}_{\text{reg}}$. We call $f \in L^2(\mu)$ a class function if $f$ is constant on the conjugacy classes of $G$, i.e. if

$$f(xy^{-1}) = f(x) \quad \text{for all } x, y \in G.$$ 

It is well-known that, if $f$ is a class function and $(\varrho, V)$ is an irreducible representation of dimension $d$ and with character $\chi$, then

$$\hat{f}(\varrho) = \lambda \varrho \otimes \chi, \quad \text{where } \lambda = \frac{1}{d} \sum_{x \in G} f(x)\chi(x) = \frac{|G|}{d} \langle f, \chi \rangle_{L^2(\mu)}.$$ 

Now let us consider the operator $L$ that is associated to $K$ or to the exchangeable pair $(X, X') := (X_0, X_1)$, where $(X_n)_{n \in \mathbb{N}_0}$ is a Markov chain with transition matrix $K$ and initial distribution $\mu$. In this context, since $K = K^T$, it follows from Diaconis and Shahshahani (1981, Lemma 15) that $Kf = \hat{T}(\varrho_{\text{reg}})f$ for all $f \in L^2(\mu)$ (see also Diaconis, 1988, Theorem 3.6). Hence, we have that

$$L = \hat{T}(\varrho_{\text{reg}}) - \text{Id}.$$ 

In particular, the spaces $W_{i,j}$ appearing in (C.2) are also invariant with respect to $L$. From now on denote by $C_1, \ldots, C_K$ the pairwise distinct conjugacy classes of the group $G$ and by $m_j := |C_j|$, $j = 1, \ldots, K$, their cardinalities. Note that we have that $K = |I|$ is also the number of pairwise non-equivalent irreducible representations of $G$. Moreover, we will assume that the probability measure
T is constant on conjugacy classes and denote its value on the class \( C_j \) by \( p_j \), \( j = 1, \ldots, K \). We write \( \chi_i(K_j) \) for the value of \( \chi_i \) on an arbitrary element of \( K_j \). Now, consider the numbers
\[
c_i := \frac{1}{d_i} \sum_{j=1}^{K} m_j p_j \chi_i(K_j) = \frac{m}{d_i} (\chi_i, T)_\mu, \quad i \in I,
\]
and define the set
\[
S := \{ 1 - c_i : i \in I \}.
\]

In Diaconis and Shahshahani (1981, Theorem 3) it has been proved that the \( c_i, i \in I \), are precisely the eigenvalues of \( K \) and that each has multiplicity \( d_i^2 \). Since \( K = K^T \) these are all real. We denote by \( 0 = \lambda_0 < \lambda_1 < \cdots < \lambda_r \leq 1 \) the pairwise distinct elements of \( S \), i.e. the pairwise distinct eigenvalues of the positive operator \(-L\). W.l.o.g. from now on we will assume that the irreducible representations \( \varrho_i, i \in I \), are given as unitary matrix representations, i.e. for each \( x \in G \), \( \varrho_i(x) = (\varrho_i(x, k, j))_{1 \leq k, j \leq d_i} \) is a \( d_i \times d_i \) unitary matrix. Then, the collection of functions
\[
\{ \phi_{i, l, j} := \frac{d_i}{m} \varrho_i(\cdot, l, j) : i \in I, 1 \leq l, j \leq d_i \}
\]
is an orthonormal basis of the Hilbert space \( L^2(\mu) \) (see e.g. Diaconis, 1988, Corollary 2.3).

**Proposition C.1.** Under the above assumptions, the self-adjoint operator \(-L\) is diagonalizable and (C.2) gives the orthogonal decomposition of \( L^2(\mu) \) into eigenspaces of \(-L\). More precisely, the set \( S \) coincides with the set of eigenvalues of \(-L\) and, for each \( k = 1, \ldots, r \), the multiplicity of \( \lambda_k \) in the operator \(-L\) is given by \( \sum_{i \in I} 1_{c_i = \lambda_k} d_i^2 \). Furthermore, an orthonormal basis of the eigenspace \( E_k \) corresponding to \( \lambda_k \) is given by the collection of functions
\[
\{ \phi_{i, l, j} : i \in I : 1 - c_i = \lambda_k, 1 \leq l, j \leq d_i \}
\]
and we have
\[
E_k = \bigoplus_{i \in I, 1 - c_i = \lambda_k} d_i W_{i, j}.
\]

For \( k = 0 \), the multiplicity of the eigenvalue \( \lambda_0 = 0 \) in \(-L\) is equal to 1 and the collection of constant functions coincides with the eigenspace corresponding to 0.

**Proof:** Since \( L = K - \text{Id} \), this is an immediate consequence of Diaconis and Shahshahani (1981, Corollary 3) and Diaconis (1988, Theorem 3.6). The fact that 0 is a simple eigenvalue of \(-L\) follows easily from Perron-Frobenius theory, since the Markov chain corresponding to \( K \) is obviously irreducible and aperiodic.

Now, if \( f \in L^2(\mu) \) is an arbitrarily given function, then we have
\[
f = \sum_{i \in I} \sum_{l, j=1}^{d_i} \langle f, \phi_{i, l, j} \rangle \phi_{i, l, j} \quad \text{and}
\]
\[
L f = -\sum_{i \in I} (1 - c_i) \sum_{l, j=1}^{d_i} \langle f, \phi_{i, l, j} \rangle \phi_{i, l, j} = -\sum_{k=1}^{r} \lambda_k \sum_{i \in I, 1 - c_i = \lambda_k} \sum_{l, j=1}^{d_i} \langle f, \phi_{i, l, j} \rangle \phi_{i, l, j}.
\]

In particular, we see that \( \ker(L) \) is the space of constant functions and that \( \text{im}(L) = \{ 1 \} \). Hence, \( L \) is ergodic and its pseudo-inverse \( L^{-1} \) is given on \( f \) as above by
\[
L^{-1} f = -\sum_{k=1}^{r} \lambda_k^{-1} \sum_{i \in I, 1 - c_i = \lambda_k} \sum_{l, j=1}^{d_i} \langle f, \phi_{i, l, j} \rangle \phi_{i, l, j}.
\]
In order to make the theory from Section 2 work in this situation, one needs expressions for the quantities $\Gamma(f,g)$ analogous to those given in Subsections 3 and B. Of course, if $f \in E_k$ and $g \in E_l$, then it always holds that

$$\Gamma(f,g) = \frac{1}{2} \left( \sum_{s=1}^{r} (\lambda_k + \lambda_l - \lambda_s) \sum_{i \in I: 1 - c_i = \lambda_s} \sum_{l,j=1}^{d_i} \langle fg, \phi_{i,l,j} \rangle \phi_{i,l,j} \right),$$

but to obtain manageable expressions, it would be beneficial to at least be able to express products $\phi_{i,l,j} \cdot \phi_{i',l',j'}$ of two basis functions again in terms of this basis. In other words, one would profit from the knowledge of the so-called Clebsch-Gordan coefficients associated with this group and basis. In the analogous problem for class functions $f$ and $g$, the task becomes simpler because these are linear combinations of the irreducible characters of the group and the Clebsch-Gordan coefficients can be replaced with the decomposition of the tensor product of two irreducible representations into irreducibles. This path might be viable in more concrete situations like symmetric groups, for instance, and will be pursued elsewhere.
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