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#### Abstract

Aiming to understand the distribution of fitness levels of individuals in a large population undergoing selection, we study the particle configurations of branching Brownian motion where each particle independently moves as Brownian motion with negative drift, particles can die or undergo dyadic fission, and the difference between the birth rate and the death rate is proportional to the particle's location. Under some assumptions, we obtain the limit in probability of the number of particles in any given interval and an explicit formula for the asymptotic empirical density of the fitness distribution. We show that after a sufficiently long time, the fitness distribution from the lowest to the highest fitness levels approximately evolves as a traveling wave with a profile which is asymptotically related to the Airy function. Our work complements the results in Roberts and Schweinsberg (2021), giving a fuller picture of the fitness distribution.


## 1. Introduction

To understand the evolution of populations undergoing selection, we study the distribution of fitness levels of individuals in the population. There is a well-known observation in the biology and physics literature, going back to the work of Tsimring et al. (1996), that in a large population where various beneficial mutations compete for fixation simultaneously, the fitness distribution over time can be well approximated by a traveling wave. Roberts and Schweinsberg (2021) used branching Brownian motion with an inhomogeneous branching rate to model a population undergoing selection. They showed rigorously that, in their model, the empirical distribution of the fitness levels of individuals is approximately Gaussian. Our work complements the results in Roberts and Schweinsberg (2021), giving a fuller picture of the fitness distribution. Using the same model as in Roberts and Schweinsberg (2021), we show that after a sufficiently long time, the fitness distribution from the lowest to the highest fitness levels approximately evolves as a traveling wave. The profile of this

[^0]traveling wave is asymptotically equivalent to the profile obtained using nonrigorous methods in Tsimring et al. (1996), Cohen et al. (2005), Neher and Hallatschek (2013) and Melissa et al. (2022), which is expressed in terms of the Airy function.

The most intuitive model of fitness is the fitness landscape, which is a mapping from the multidimensional genotype space to a real-valued fitness space. This model is constructed in a highdimensional space where the number of dimensions is equal to the number of nucleotides in the genome. Each point in the genotype space corresponds to a particular genome, and each genome is assigned a fitness level. Although the fitness landscape captures fully the relationship between genotypes and fitness, only limited quantitative analysis can be done in this model due to its high dimensional construction, see e.g. Szendro et al. (2013). To study evolution on a smooth fitness landscape, Tsimring et al. (1996) introduced a model with a one-dimensional fitness space and characterized the population density as a function of time and the fitness level. They found that the fitness distribution evolves over time like a traveling wave. Since then, the traveling wave model of fitness has been studied for more than two decades with different model assumptions, see e.g. Beerenwinkel et al. (2007); Desai and Fisher (2007); Durrett and Mayberry (2011); Fisher (2013); Good et al. (2012); Hallatschek (2011); Kessler et al. (1997); Melissa et al. (2022); Neher and Hallatschek (2013); Park et al. (2010); Park and Krug (2013); Rouzine et al. (2008). For a summary of the dynamical behavior of traveling wave fitness models in different settings, see Hallatschek and Geyrhofer (2016).

In the mathematics literature, most of the work related to the dynamical behavior of fitness has been done under the framework of the Moran model, where the number of individuals in the population is $N$ at all times and individuals acquire beneficial mutations at a certain rate. Durrett and Mayberry (2011) first rigorously established the traveling wave behavior of fitness when the selection rate is constant and the mutation rate is $N^{-\alpha}$ for $0<\alpha<1$. Schweinsberg (2017) considered slightly faster mutation rates and showed that the distribution of fitness has a Gaussianlike tail behavior, though it does not actually converge to a Gaussian distribution because at a typical time, the vast majority of individuals have the same number of mutations. Schweinsberg (2017) made rigorous the earlier work of Desai and Fisher (2007). In the work of Durrett and Mayberry (2011), Schweinsberg (2017) and Desai and Fisher (2007), mutations are sufficiently rare that one studies the process by considering the effects of individual mutations. Yu et al. (2010), followed by Kelly (2013) considered the case of strong selection and a very fast mutation rate and established upper and lower bounds for the rate at which the mean fitness of the population increases.

When the rate of beneficial mutations is large but the selective advantage resulting from each mutation is small, each individual acquires many mutations with a small selective advantage, and an individual's fitness level will evolve like a random walk. After proper scaling, the fitness of each individual will move according to Brownian motion. It is therefore natural to model such populations using branching Brownian motion, an idea which goes back to Brunet et al. (2006, 2007). Mathematically rigorous work was later carried out in Berestycki et al. (2013, 2015a) and Maillard (2016). In these works, the branching rate is homogeneous in space but particles move according to one-dimensional Brownian motion on the positive real line and are killed at the origin. The absorption at the origin models the deaths of individuals with low fitness. Recently, Roberts and Schweinsberg (2021) studied the evolution of a large population undergoing selection using branching Brownian motion with an inhomogeneous branching rate, so that particles with higher fitness are more likely to have offspring. We will work under the same setup and assumptions as Roberts and Schweinsberg (2021). We are interested in understanding the distribution of individual fitness levels from the least fit individuals to the most fit individuals, or in other words, the configuration of particles from the left edge to the right edge. We note that a detailed nonrigorous analysis of this model was provided in Neher and Hallatschek (2013). We note also the work Fisher (2013) and Melissa et al. (2022), which aims to fill in the gap between the analysis in Desai and Fisher (2007)
in which it is assumed that mutations are relatively rare, and the work in Neher and Hallatschek (2013), which handles the case of very fast mutation rates.

Branching Brownian motion with a space-dependent branching rate was introduced by Harris and Harris (2009). In their model, a particle at location $y \in \mathbb{R}$ will split into two particles at rate $\beta|y|^{p}$, where $\beta>0$ and $p \in[0,2]$. They did not include the case $p>2$ because the process will explode in finite time if $p>2$. They studied the location of the right-most particle using martingales and the related spine changes of measure. They proved that for $p \in[0,2)$, the maximal displacement grows polynomially while for $p=2$, the maximal displacement grows exponentially. Later, Berestycki et al. (2015b) studied the particle configurations in this model for all $p \in[0,2$ ). By considering the large deviations probabilities for particles following certain rescaled paths, they obtained the logarithmic order for both the expected number and the typical number of particles whose rescaled trajectories follow paths in some set. Tourniaire (2021) considered branching Brownian motion with a space-dependent branching rate in which particles are killed at the origin, particles in $[0,1]$ branch at rate $\rho / 2$, where $\rho>1$, and particles in $(1, \infty)$ branch at rate $1 / 2$. This process models the so-called semi-pushed traveling waves that can appear, for example, when a population invades a new habitat.

The particle configurations for branching Brownian motion with absorption at the origin are well understood. Berestycki et al. (2015a) proved, roughly speaking, that if the process settles into an equilibrium configuration with $N$ particles in total, then the density of particles near $y$ is proportional to $e^{-\sqrt{2} y} \sin (\sqrt{2} \pi y / \log N)$. This is very different from the behavior that we observe in our model, in which the density of particles near the origin where the bulk of particles are located follows approximately a Gaussian distribution, as shown in Roberts and Schweinsberg (2021).
1.1. The model. We consider a sequence of branching Brownian motion processes indexed by $n$. In this sequence of models, the basic evolutionary mechanisms are the same, but the parameters are adjusted so that as $n$ gets larger, the number of particles that will be in the system after a long time also gets larger. We aim to prove limit theorems as $n$ goes to infinity, which corresponds to the case when the size of the population tends to infinity. In the $n$-th process, each particle moves independently as one-dimensional Brownian motion with drift $-\rho_{n}$. A particle at position $x$ will die at rate $d_{n}(x)$ and branch into two particles at rate $b_{n}(x)$, where

$$
\begin{equation*}
b_{n}(x)-d_{n}(x)=\beta_{n} x \tag{1.1}
\end{equation*}
$$

Here, each particle corresponds to an individual in the population. The positions of particles represent fitness levels of individuals, and the movement of particles models changes in fitness levels over generations. Branching events represent births. Note that (1.1) indicates that the difference between the birth and death rates will be larger for particles with higher fitness. As indicated in Section 1.5 of Roberts and Schweinsberg (2021), this model has the potential to describe the evolution of populations undergoing selection under a fairly wide range of conditions. It is therefore of interest to obtain a detailed and mathematically rigorous understanding of this model.

We assume that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \frac{\rho_{n}^{3}}{\beta_{n}}=\infty  \tag{1.2}\\
& \lim _{n \rightarrow \infty} \rho_{n}=0 \tag{1.3}
\end{align*}
$$

and there exists $\alpha \in(0,1)$ such that

$$
\begin{equation*}
d_{n}(x) \geq \alpha \text { for all } x \in \mathbb{R}, n \in \mathbb{N} \quad \text { and } \quad b_{n}(x) \leq 1 / \alpha \text { for all } x \leq 1 / \beta_{n}, n \in \mathbb{N} \tag{1.4}
\end{equation*}
$$

We will see later that after a sufficiently long time, the fittest particle will be located near $\rho_{n}^{2} / 2 \beta_{n}$, while the standard deviation of the empirical distribution of the particle locations will be approximately $\sqrt{\rho_{n} / \beta_{n}}$. Therefore, roughly speaking, condition (1.2) requires that the standard deviation of the fitness levels of individuals in the population is much smaller than the extremal fitness level,
and condition (1.3) requires that the difference between the branching rate and the death rate for individuals with the highest fitness level is relatively small. Conditions (1.2) and (1.3) also guarantee that the number of particles on the time scale of interest goes to infinity as $n \rightarrow \infty$. Condition (1.4) ensures that the birth and death rates are bounded away from zero and infinity over the portion of the space where particles are likely to be located. We assume that the conditions (1.2), (1.3) and (1.4) hold true throughout the rest of this paper, even when they are not explicitly stated.

We will also make some assumptions on the initial configuration of particles at time zero. First, we introduce some notation. In the $n$-th process, we denote by $N_{t, n}$ the total number of particles at time $t$. We also let $\mathcal{N}_{t, n}$ be the set of particles alive at time $t$, and $N_{t, n}(\mathcal{I})$ will denote the number of particles in the interval $\mathcal{I}$ at time $t$. The set of positions of particles at time $t$ is written as $\left\{X_{i, n}(t), i \in \mathcal{N}_{t, n}\right\}$. For $i \in \mathcal{N}_{t, n}$, we denote by $\left\{X_{i, n}(r), 0 \leq r \leq t\right\}$ the past trajectory of the particle $i$ which is alive at time $t$. Denote the Airy function by

$$
A i(x)=\frac{1}{\pi} \int_{0}^{\infty} \cos \left(\frac{y^{3}}{3}+x y\right) d y .
$$

The Airy function has an infinite number of zeros, all of which are negative. We denote the zeros of the Airy function by $\left(\gamma_{k}\right)_{k=1}^{\infty}$ such that $\cdots<\gamma_{2}<\gamma_{1}<0$. It is known according to DLMF that to three decimal places,

$$
\begin{equation*}
\gamma_{1} \approx-2.338 \tag{1.5}
\end{equation*}
$$

We define

$$
\begin{equation*}
L_{n}^{*}=\frac{\rho_{n}^{2}}{2 \beta_{n}}, \quad L_{n}^{\dagger}=-\frac{5 \rho_{n}^{2}}{8 \beta_{n}} . \tag{1.6}
\end{equation*}
$$

Roughly speaking, most particles will stay within $\left[L_{n}^{\dagger}, L_{n}^{*}\right]$ on the time scale $O\left(\rho_{n} / \beta_{n}\right)$. We call $L_{n}^{*}$ the right edge of the process and $L_{n}^{\dagger}$ the left edge. We define $L_{n}$ by

$$
\begin{equation*}
L_{n}=\frac{\rho_{n}^{2}}{2 \beta_{n}}-\left(2 \beta_{n}\right)^{-1 / 3} \gamma_{1}, \tag{1.7}
\end{equation*}
$$

which is slightly larger than $L_{n}^{*}$ because $\gamma_{1}<0$. We refer to $L_{n}$ as the right boundary because only rarely will particles exceed $L_{n}$ and we will often use truncation arguments in which particles are killed at $L_{n}$. Let

$$
\begin{equation*}
Y_{n}(t)=\sum_{i \in \mathcal{N}_{t, n}} e^{\rho_{n} X_{i, n}(t)} \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.Z_{n}(t)=\sum_{i \in \mathcal{N}_{t, n}} e^{\rho_{n} X_{i, n}(t)} A i\left(\left(2 \beta_{n}\right)^{1 / 3}\left(L_{n}-X_{i, n}(t)\right)+\gamma_{1}\right)\right) 1_{\left\{X_{i, n}(t)<L_{n}\right\}} \tag{1.9}
\end{equation*}
$$

It is explained in Roberts and Schweinsberg (2021) that $Z_{n}(t)$ provides a natural measure of the "size" of the process at time $t$ when particles above $L_{n}$ are ignored. Moreover, it is stated in Roberts and Schweinsberg (2021) that for the process in which particles are killed upon hitting $L_{n}$, the process $\left(Z_{n}(t), t \geq 0\right)$ is a martingale.

We make the following assumptions regarding the initial configuration expressed in terms of $Y_{n}(0)$ and $Z_{n}(0)$. We assume that

$$
\begin{equation*}
\rho_{n}^{2} e^{-\rho_{n} L_{n}} Y_{n}(0) \rightarrow_{p} 0, \tag{1.10}
\end{equation*}
$$

where here and throughout the paper we use the notation $\rightarrow_{p}$ to denote convergence in probability as $n \rightarrow \infty$. We also assume that for all $\varepsilon>0$, there exists a $\delta>0$ such that for $n$ sufficiently large,

$$
\begin{equation*}
P\left(\delta \frac{\beta_{n}^{1 / 3}}{\rho_{n}^{3}} e^{\rho_{n} L_{n}} \leq Z_{n}(0) \leq \frac{1}{\delta} \frac{\beta_{n}^{1 / 3}}{\rho_{n}^{3}} e^{\rho_{n} L_{n}}\right)>1-\varepsilon . \tag{1.11}
\end{equation*}
$$

Roughly speaking, the assumption (1.10) requires that the "size" of the process at early times will not be dominated by the descendants of a single particle in the initial configuration or by particles
that are far from $L_{n}$ at time 0 . The assumption (1.11) is roughly saying that the "size" of the initial configuration will be around $\beta_{n}^{1 / 3} e^{\rho_{n} L_{n}} / \rho_{n}^{3}$.
1.2. Main results. We will first introduce some notation that will be used throughout the paper. For two sequences of positive numbers $\left(x_{n}\right)_{n=1}^{\infty}$ and $\left(y_{n}\right)_{n=1}^{\infty}$, if $x_{n} / y_{n}$ is bounded above by a positive constant, we write $x_{n} \lesssim y_{n}$ and if $\lim _{n \rightarrow \infty} x_{n} / y_{n}=0$, we write $x_{n} \ll y_{n}$. We define $x_{n} \gtrsim y_{n}$ and $x_{n} \gg y_{n}$ correspondingly. Moreover, the notation $x_{n} \asymp y_{n}$ means that $x_{n} / y_{n}$ is bounded above and below by positive constants, and the notation $x_{n} \sim y_{n}$ means that $\lim _{n \rightarrow \infty} x_{n} / y_{n}=1$. We write $x_{n}=O\left(y_{n}\right)$ if the sequence $\left(x_{n} / y_{n}\right)_{n=1}^{\infty}$ is bounded and $x_{n}=o\left(y_{n}\right)$ if $\lim _{n \rightarrow \infty} x_{n} / y_{n}=0$.

Before stating our new results, we briefly recall the main results that Roberts and Schweinsberg (2021) established for this model. Under assumptions (1.2), (1.3), (1.4), (1.10) and (1.11), they showed that if $\rho_{n}^{2 / 3} / \beta_{n}^{8 / 9} \ll t_{n}-\rho_{n} / \beta_{n} \lesssim \rho_{n} / \beta_{n}$, then most particles are near the origin at time $t_{n}$ and the scaled empirical distribution of particles at time $t_{n}$ is Gaussian. More precisely, define the random probability measure which represents the empirical distribution of the particle locations at time $t_{n}$, scaled in space, to be

$$
\begin{equation*}
\zeta_{n}\left(t_{n}\right)=\frac{1}{N_{t_{n}, n}} \sum_{i \in \mathcal{N}_{t_{n}, n}} \delta_{X_{i, n}\left(t_{n}\right) \sqrt{\beta_{n} / \rho_{n}}} \tag{1.12}
\end{equation*}
$$

They showed as $n \rightarrow \infty$, that the random measures $\zeta_{n}\left(t_{n}\right)$ converge weakly to the standard normal distribution in the Polish space of probability measures on $\mathbb{R}$ equipped with the weak topology. From the scaling in (1.12), this result implies that the empirical distribution of particle locations at time $t$ is approximately normal with mean 0 and large variance $\rho_{n} / \beta_{n}$. In particular, this result describes the configuration of particles whose distance to the origin is $O\left(\sqrt{\rho_{n} / \beta_{n}}\right)$.

Roberts and Schweinsberg (2021) also provided an explicit characterization of the empirical distribution of particles close to the right edge. They considered the empirical measure where a particle at $x$ is weighted by $e^{\rho_{n} x}$. Define the random probability measure

$$
\begin{equation*}
\xi_{n}\left(t_{n}\right)=\frac{1}{Y_{n}\left(t_{n}\right)} \sum_{i \in \mathcal{N}_{t_{n}, n}} e^{\rho_{n} X_{i, n}\left(t_{n}\right)} \delta_{\left(2 \beta_{n}\right)^{-1 / 3}\left(L_{n}-X_{i, n}\left(t_{n}\right)\right)} \tag{1.13}
\end{equation*}
$$

Thus, particles with a higher fitness level will contribute more to $\xi_{n}\left(t_{n}\right)$. Let $\mu$ be the probability measure on $(0, \infty)$ with probability density function

$$
h(y)=\frac{A i\left(y+\gamma_{1}\right)}{\int_{0}^{\infty} A i\left(z+\gamma_{1}\right) d z} .
$$

Roberts and Schweinsberg (2021) proved that under assumptions (1.2), (1.3), (1.4), (1.10) and (1.11), if

$$
\beta_{n}^{-2 / 3} \log ^{1 / 3}\left(\frac{\rho_{n}}{\beta_{n}^{1 / 3}}\right) \ll t_{n} \lesssim \frac{\rho_{n}}{\beta_{n}},
$$

then as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\xi_{n}\left(t_{n}\right) \Rightarrow \mu \tag{1.14}
\end{equation*}
$$

where $\Rightarrow$ refers to weak convergence in the Polish space of probability measures on $\mathbb{R}$ equipped with the weak topology. From the scaling in (1.13), we see that this convergence result describes the configuration of particles whose distance from the right edge $L_{n}^{*}$ is $O\left(\beta_{n}^{-1 / 3}\right)$.

Our goal in this paper is to obtain a fuller understanding of the particle configurations from the left edge $L_{n}^{\dagger}$ to the right edge $L_{n}^{*}$. In other words, for this model, we aim to characterize the long-run empirical distribution of the fitness levels of individuals in a large population.

Consider a sequence of intervals $\left\{\left[a_{n}, b_{n}\right]\right\}_{n=1}^{\infty}$, where $-\infty \leq a_{n}<b_{n} \leq \infty$, satisfying the following three conditions:

$$
\begin{align*}
& b_{n}-a_{n} \gg 1  \tag{1.15}\\
& L_{n}^{*}-a_{n} \gg \beta_{n}^{-1 / 3}  \tag{1.16}\\
& b_{n}-L_{n}^{\dagger} \gg \beta_{n}^{-1 / 3} . \tag{1.17}
\end{align*}
$$

We are interested in the number of particles in the intervals $\left[a_{n}, b_{n}\right]$. We include the conditions (1.16) and (1.17) because we do not expect our results to describe the configuration of particles which are within distance $O\left(\beta_{n}^{-1 / 3}\right)$ of the right edge $L_{n}^{*}$ or the left edge $L_{n}^{\dagger}$. Also, the particles within $O\left(\beta_{n}^{-1 / 3}\right)$ distance of the right edge were studied in Theorem 1.2 in Roberts and Schweinsberg (2021). Define $z_{n}$ to be the point in the interval $\left[a_{n}, b_{n}\right]$ that is closest to the origin. To be more precise,

$$
z_{n}= \begin{cases}a_{n} & \text { if } a_{n} \geq 0  \tag{1.18}\\ 0 & \text { if } a_{n}<0, b_{n}>0 \\ b_{n} & \text { if } b_{n} \leq 0\end{cases}
$$

Note that $z_{n} \in\left(L_{n}^{\dagger}, L_{n}^{*}\right)$, and the restrictions (1.16) and (1.17) are equivalent to

$$
\begin{equation*}
L_{n}^{*}-z_{n} \gg \beta_{n}^{-1 / 3}, \quad z_{n}-L_{n}^{\dagger} \gg \beta_{n}^{-1 / 3} . \tag{1.19}
\end{equation*}
$$

Later, we will see that the asymptotic density of the number of particles in $\left[a_{n}, b_{n}\right]$ reaches its maximum at $z_{n}$. As a result, the number of particles near $z_{n}$ dominates the total number of particles in $\left[a_{n}, b_{n}\right]$.

For every $n$, we will define two important functions in the domain $\left(-\infty, L_{n}^{*}\right]$. First, we let

$$
\begin{equation*}
t_{n}(y)=\sqrt{\frac{2}{\beta_{n}}\left(L_{n}^{*}-y\right)} . \tag{1.20}
\end{equation*}
$$

We will later see that particles near $y$ are most likely descended from ancestors that were near the right edge approximately $t_{n}(y)$ time units in the past. For every $n$, we observe that $t_{n}(y)$ is a decreasing function of $y$. We have $t_{n}(0)=\rho_{n} / \beta_{n}$. If $L_{n}^{*}-z_{n} \gg \beta_{n}^{-1 / 3}$, then

$$
\begin{equation*}
t_{n}\left(z_{n}\right) \gg \beta_{n}^{-2 / 3} . \tag{1.21}
\end{equation*}
$$

Also, for $y \in\left(-\infty, L_{n}^{*}\right]$, we define

$$
\begin{equation*}
g_{n}(y)=\rho_{n}\left(L_{n}^{*}-y\right)-\frac{2 \sqrt{2 \beta_{n}}}{3}\left(L_{n}^{*}-y\right)^{3 / 2} . \tag{1.22}
\end{equation*}
$$

We will see shortly that in the long-run, the number of particles located near $y$ is roughly proportional to $e^{g_{n}(y)}$. Note that $g_{n}(y)$ is decreasing in $\left[0, L_{n}^{*}\right]$ and increasing in $(-\infty, 0]$. The functions $g_{n}(y)$ and $t_{n}(y)$ were previously obtained in Roberts and Schweinsberg (2021).

We now state our main result, which describes the configuration of particles from the left edge to the right edge.
Theorem 1.1. Suppose assumptions (1.2), (1.3), (1.4), (1.10) and (1.11) hold. For every sequence of intervals $\left\{\left[a_{n}, b_{n}\right]\right\}_{n=1}^{\infty}$ satisfying (1.15)-(1.17), define $z_{n}$ according to (1.18). If

$$
\begin{equation*}
\frac{\rho_{n}^{2 / 3}}{\beta_{n}^{8 / 9}} \ll t_{n}-t_{n}\left(z_{n}\right) \ll \frac{\rho_{n}}{\beta_{n}} \tag{1.23}
\end{equation*}
$$

then as $n \rightarrow \infty$,

$$
\begin{equation*}
N_{t_{n}, n}\left(\left[a_{n}, b_{n}\right]\right) /\left(\frac{1}{A i^{\prime}\left(\gamma_{1}\right)^{2}} Z_{n}(0) e^{-\rho_{n} L_{n}^{*}} \int_{\left[a_{n}, b_{n}\right] \cap\left(-\infty, L_{n}^{*}\right]} \frac{1}{\sqrt{2 \pi t_{n}(y)}} e^{g_{n}(y)} d y\right) \rightarrow_{p} 1 \tag{1.24}
\end{equation*}
$$

If

$$
\begin{equation*}
t_{n}-t_{n}\left(z_{n}\right) \asymp \frac{\rho_{n}}{\beta_{n}} \tag{1.25}
\end{equation*}
$$

then as $n \rightarrow \infty$,

$$
\begin{equation*}
N_{t_{n}, n}\left(\left[a_{n}, b_{n}\right]\right) /\left(\frac{1}{A i^{\prime}\left(\gamma_{1}\right)^{2}} Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right) e^{-\rho_{n} L_{n}^{*}} \int_{\left[a_{n}, b_{n}\right] \cap\left(-\infty, L_{n}^{*}\right]} \frac{1}{\sqrt{2 \pi t_{n}(y)}} e^{g_{n}(y)} d y\right) \rightarrow_{p} 1 . \tag{1.26}
\end{equation*}
$$

Theorem 1.1 describes the number of particles in any given interval in the long run. The randomness is characterized by the stochastic process $\left\{Z_{n}(t), t \geq 0\right\}$, which measures how the overall "size" of the process changes over time. The deterministic part has a density formula proportional to $e^{g_{n}(y)} / \sqrt{2 \pi t_{n}(y)}$. To be more precise, shortly after time $t_{n}\left(z_{n}\right)$, the number of particles in the interval $\left[a_{n}, b_{n}\right]$ depends on the initial configuration of particles through the value of $Z_{n}(0)$. For much later times $t_{n}$, when $t_{n}-t_{n}\left(z_{n}\right)$ is of the order $\rho_{n} / \beta_{n}$, the number of particles in the interval [ $a_{n}, b_{n}$ ] depends on $Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right)$, which is the "size" of the process $t_{n}\left(z_{n}\right)$ time units in the past. Here $z_{n}$ is the point where the density of the number of particles in $\left[a_{n}, b_{n}\right]$ is maximized. Later it will be shown (see the proof of Proposition 2.2) that the number of particles in any interval $\left[a_{n}, b_{n}\right]$ is dominated by the number of particles that are close to $z_{n}$. Furthermore, the proof of Proposition 2.1 shows that most of the particles in the interval $\left[a_{n}, b_{n}\right]$ at time $t_{n}$ are descendants of particles that are close to the right edge $t_{n}\left(z_{n}\right)$ time units in the past. Moreover, particles in the interval $\left[a_{n}, b_{n}\right]$ at time $t_{n}$ typically follow the trajectory along the right edge $L_{n}^{*}$ until time $t_{n}-t_{n}\left(z_{n}\right)$ and then move towards $z_{n}$ as a parabola; this will be explained in more detail in Section 1.3 and illustrated in Figure 1.2 below. This also explains why the number of particles in $\left[a_{n}, b_{n}\right]$ depends on $Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right)$.

Corollary 1.2. Suppose assumptions (1.2), (1.3), (1.4), (1.10) and (1.11) hold. For every sequence of intervals $\left\{\left[a_{n}, b_{n}\right]\right\}_{n=1}^{\infty}$ satisfying (1.15)-(1.17), define $z_{n}$ according to (1.18). Suppose

$$
\begin{equation*}
\frac{\rho_{n}^{2 / 3}}{\beta_{n}^{8 / 9}} \ll t_{n}-\max \left\{t_{n}\left(z_{n}\right), t_{n}(0)\right\} \lesssim \frac{\rho_{n}}{\beta_{n}} \tag{1.27}
\end{equation*}
$$

For $y \in\left(-\infty, L_{n}^{*}\right]$, define

$$
f_{n}(y)=\frac{1}{\sqrt{2 \pi t_{n}(y)}} e^{g_{n}(y)-\rho_{n}^{3} / 6 \beta_{n}}
$$

The sequence

$$
\left(D_{n}\right)_{n=1}^{\infty}:=\left\{\frac{N_{t_{n}, n}\left(\left[a_{n}, b_{n}\right]\right)}{N_{t_{n}, n}} /\left(\int_{\left[a_{n}, b_{n}\right] \cap\left(-\infty, L^{*}\right]} f_{n}(y) d y\right)\right\}_{n=1}^{\infty}
$$

is tight. If $0 \in\left[a_{n}, b_{n}\right]$ for all $n$, then $D_{n}$ converges to 1 in probability as $n \rightarrow \infty$.
Corollary 1.2 shows that the ratio of the number of particles in any given interval to the total number of particles is comparable to the integral of $f_{n}(y)$ over the given interval. We can therefore regard $f_{n}(y)$ as the density of the limiting empirical distribution of the process, or in other words, the asymptotic empirical density of the fitness levels of individuals. We note that $f_{n}(y)$ for $y \in\left(-\infty, L_{n}^{*}\right]$ approaches a probability density function as $n$ goes to infinity, but it is not a probability density function for fixed $n$ because it does not integrate to 1 . Indeed, by comparing $f_{n}$ with the Gaussian density function with mean 0 and variance $\rho_{n} / \beta_{n}$, one can easily show that for any $\eta>0$, if $n$ is sufficiently large, then

$$
\begin{equation*}
1-\eta<e^{-\rho_{n}^{3} / 6 \beta_{n}} \int_{-\infty}^{L_{n}^{*}} f_{n}(y) d y<1+\eta . \tag{1.28}
\end{equation*}
$$

More precise information about $D_{n}$ can be found in Remark 2.6 below, following the proof of Corollary 1.2.

To understand the connection with results on traveling waves in the biology and physics literature, consider a translation of the model where each particle independently moves as standard Brownian motion without drift. A particle at location $y$ can either die or split into two particles, and the difference between the birth rate and the death rate is $\beta_{n}\left(y-\rho_{n} t\right)$. Corollary 1.2 shows that after a sufficiently long time, the empirical density of individual fitness levels is

$$
f_{n}^{*}(t, y)=f_{n}\left(y-\rho_{n} t\right)=\frac{1}{\sqrt{2 \pi t_{n}\left(y-\rho_{n} t\right)}} e^{g_{n}\left(y-\rho_{n} t\right)-\rho_{n}^{3} / 6 \beta_{n}}, \quad \text { for } y \in\left(L_{n}^{\dagger}+\rho_{n} t, L_{n}^{*}+\rho_{n} t\right)
$$

which is a traveling wave with profile $f_{n}(y)$.
The asymptotic empirical density $f_{n}(y)$ is closely related to the Airy function. For $y<L_{n}^{*}$, define

$$
\begin{equation*}
f_{n}^{A}(y)=\left(2 \beta_{n}\right)^{1 / 3} e^{-\rho_{n} y+\rho_{n}^{3} / 3 \beta_{n}} A i\left(\left(2 \beta_{n}\right)^{1 / 3}\left(L_{n}^{*}-y\right)\right) \tag{1.29}
\end{equation*}
$$

According to (2.45) in Vallée and Soares (2010),

$$
\begin{equation*}
\lim _{x \rightarrow \infty} 2 \sqrt{\pi} x^{1 / 4} e^{(2 / 3) x^{3 / 2}} A i(x)=1 \tag{1.30}
\end{equation*}
$$

Therefore, if $L_{n}^{*}-y_{n} \gg \beta_{n}^{-1 / 3}$, then as $n \rightarrow \infty$,

$$
f_{n}\left(y_{n}\right) \sim f_{n}^{A}\left(y_{n}\right)
$$

Note that the restriction $L_{n}^{*}-y_{n} \gg \beta_{n}^{-1 / 3}$ is consistent with our requirement (1.16) on the interval. The idea that the traveling wave profile should have a shape given by the Airy function goes back to the early work of Tsimring et al. (1996), and this Airy shape also appears, for example, in Cohen et al. (2005); Neher and Hallatschek (2013); Melissa et al. (2022). Theorem 1.1 and Corollary 1.2 therefore provide rigorous justification for this result in the biology and physics literature.

We also observe that the shape of $f_{n}(y)$ near 0 is very much like the Gaussian density function with standard deviation $\sqrt{\rho_{n} / \beta_{n}}$. Let

$$
\begin{equation*}
f_{n}^{G}(y)=\frac{1}{\sqrt{2 \pi \rho_{n} / \beta_{n}}} \exp \left(-\frac{\beta_{n} y^{2}}{2 \rho_{n}}\right) \tag{1.31}
\end{equation*}
$$

As noted in Roberts and Schweinsberg (2021), the Taylor expansions of $g_{n}(y)$ and $t_{n}(y)$ around 0 give

$$
g_{n}(y) \approx \frac{\rho_{n}^{3}}{6 \beta_{n}}-\frac{\beta_{n} y^{2}}{2 \rho_{n}}, \quad t_{n}(y) \approx \sqrt{\frac{\rho_{n}}{\beta_{n}}}
$$

Therefore, the asymptotic empirical density $f_{n}(y)$ can be approximated by the Gaussian density formula $f_{n}^{G}(y)$. This is consistent with Theorem 1.1 in Roberts and Schweinsberg (2021).

Figure 1.1 illustrates the graphs of the asymptotic empirical density $f_{n}(y)$, the Airy density formula $f_{n}^{A}(y)$ and the Gaussian density formula $f_{n}^{G}(y)$ from $L_{n}^{\dagger}$ to $L_{n}^{*}$ when $\rho_{n}=10^{-4}$ and $\beta_{n}=$ $10^{-13}$. We see that all three functions have similar shapes. The asymptotic empirical density is very close to the Airy density formula in the bulk, especially in the negative real line where $y$ is far away from the right boundary $L_{n}^{*}$. However, the asymptotic empirical density deviates away from the airy density formula near the right edge. One reason is that the distributions of particles which are within distance $O\left(\beta_{n}^{-1 / 3}\right)$ of the right edge $L_{n}^{*}$ or the left edge $L_{n}^{\dagger}$ are different from the bulk of the distribution of particles and $f_{n}(y)$ is a good approximation of the empirical density only in the bulk. Note also that $f_{n}(y)$ is not well defined at the right edge $L_{n}^{*}$ because $t_{n}\left(L_{n}^{*}\right)=0$.

Let $M_{t, n}=\max \left\{X_{i, n}(t), i \in \mathcal{N}_{t, n}\right\}$ be the position of the right-most particle at time $t$ and $m_{t, n}=\min \left\{X_{i, n}(t), i \in \mathcal{N}_{t, n}\right\}$ be the position of the left-most particle at time $t$. Propositions 1.3 and 1.4 show that, under certain assumptions, with high probability the right-most particle is close


Figure 1.1. Graph of the asymptotic empirical density, Airy density formula and Gaussian density formula when $\rho_{n}=10^{-4}$ and $\beta_{n}=10^{-13}$
to $L_{n}^{*}$ and the left-most particle is close to $L_{n}^{\dagger}$. This explains why we are able to refer to $L_{n}^{*}$ as the right edge and $L_{n}^{\dagger}$ as the left edge of the process.

Proposition 1.3. Suppose assumptions (1.2), (1.3), (1.4), (1.10) and (1.11) hold and $\left(t_{n}\right)_{n=1}^{\infty}$ satisfies

$$
\begin{equation*}
\beta_{n}^{-2 / 3} \log ^{1 / 3}\left(\frac{\rho_{n}}{\beta_{n}^{1 / 3}}\right) \ll t_{n} \lesssim \frac{\rho_{n}}{\beta_{n}} . \tag{1.32}
\end{equation*}
$$

For any positive constant $C_{1}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(M_{t_{n}, n} \geq L_{n}-\frac{C_{1}}{\beta_{n}^{1 / 3}}\right)=1 \tag{1.33}
\end{equation*}
$$

If in addition, the birth rate $b_{n}(x)$ is non-decreasing and the death rate $d_{n}(x)$ is non-increasing, then for any constant $C_{2} \in \mathbb{R}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(M_{t_{n}, n} \leq L_{n}+\frac{C_{2}}{\rho_{n}}\right)=1 \tag{1.34}
\end{equation*}
$$

Therefore, we have as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{M_{t_{n}, n}}{L_{n}^{*}} \rightarrow_{p} 1 \tag{1.35}
\end{equation*}
$$

Define

$$
\begin{equation*}
\bar{L}_{n}=-\frac{5}{8} \frac{\rho_{n}^{2}}{\beta_{n}}+2\left(2 \beta_{n}\right)^{-1 / 3} \gamma_{1} \tag{1.36}
\end{equation*}
$$

which is slightly smaller than $L_{n}^{\dagger}$. The following proposition shows that $\bar{L}_{n}$ is the approximate position of the left-most particle.
Proposition 1.4. Suppose assumptions (1.2), (1.3), (1.4), (1.10) and (1.11) hold and $\left(t_{n}\right)_{n=1}^{\infty}$ satisfies

$$
\begin{equation*}
\frac{\rho_{n}^{2 / 3}}{\beta_{n}^{8 / 9}} \ll t_{n}-t_{n}\left(\bar{L}_{n}\right) \lesssim \frac{\rho_{n}}{\beta_{n}} . \tag{1.37}
\end{equation*}
$$

For any $\kappa>0$, there exists a positive constant $C_{3}$ such that for $n$ large enough,

$$
\begin{equation*}
P\left(m_{t_{n}, n} \leq \bar{L}_{n}+\frac{C_{3}}{\beta_{n}^{1 / 3}}\right)>1-\kappa . \tag{1.38}
\end{equation*}
$$

If in addition, the birth rate $b_{n}(x)$ is non-decreasing and the death rate $d_{n}(x)$ is non-increasing, then for any $\kappa>0$, there exists a positive constant $C_{4}$ such that for $n$ large enough,

$$
\begin{equation*}
P\left(m_{t_{n}, n} \geq \bar{L}_{n}-\frac{C_{4}}{\rho_{n}}\right)>1-\kappa . \tag{1.39}
\end{equation*}
$$

Therefore, we have as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{m_{t_{n}, n}}{L_{n}^{\dagger}} \rightarrow_{p} 1 \tag{1.40}
\end{equation*}
$$

A key step in the proof of equations (1.34) and (1.39) involves coupling the process with a homogeneous branching Brownian motion with constant birth rate and death rate. The coupling requires the additional monotonicity assumption on the birth rate and the death rate.
1.3. Heuristics for understanding the density formula. The large deviations heuristics proposed in Berestycki et al. (2015b) inspired the derivation of the functions $g_{n}\left(z_{n}\right)$ and $t_{n}\left(z_{n}\right)$ in Roberts and Schweinsberg (2021), although the techniques used in Berestycki et al. (2015b) are not sufficient to derive the exact asymptotic rate of the number of particles as we did in Theorem 1.1. Roberts and Schweinsberg (2021) conjectured that the number of particles near $z_{n}$ in the long run is proportional to $e^{g_{n}\left(z_{n}\right)}$ and proved this conjecture when $\left|z_{n}\right| \lesssim \sqrt{\rho_{n} / \beta_{n}}$. Because these heuristics are essential for understanding the behavior of the process and the main strategy of the proof, we will briefly recall their calculations.

For every $n$, consider a large time $t_{n}$ and a path $f_{n}:\left[0, t_{n}\right] \rightarrow \mathbb{R}$. Suppose the process starts with one particle at $f_{n}(0)$. Since conditions (1.10) and (1.11) cannot be satisfied by a single particle at any location, to have this single ancestor process fit in our setup, we roughly assume that $f_{n}(0)$ cannot be too far away from $L_{n}$. By Schilder's theorem and the many-to-one lemma, the expected number of particles that stay "close" to $f_{n}$ during $\left[0, t_{n}\right]$ is approximately

$$
\begin{equation*}
\exp \left(\int_{0}^{t_{n}}\left(\beta_{n} f_{n}(u)-\frac{1}{2}\left(f_{n}^{\prime}(u)+\rho_{n}\right)^{2}\right) d u\right) \tag{1.41}
\end{equation*}
$$

Note that if $f_{n}(u) \equiv \rho_{n}^{2} / 2 \beta_{n}$, then the integrand is 0 . Thus, the right-most particle should stay close to $\rho_{n}^{2} / 2 \beta_{n}$, which is the right edge $L_{n}^{*}$. We next consider the optimal trajectory $f_{n}^{z_{n}}$ followed by particles that are near $z_{n}$ at time $t_{n}$. This path is optimal in the sense that particles which end up near $z_{n}$ must follow this trajectory to achieve the maximum almost sure growth rate. According to Theorem 7 in Berestycki et al. (2015b), there exists a cutoff time $t_{n}\left(z_{n}\right)$ such that the optimal path will follow the trajectory of the right-most particle up to some time $t_{n}-t_{n}\left(z_{n}\right)$ and then move towards $z_{n}$ by following a path that satisfies a certain differential equation. Therefore, $f_{n}^{z_{n}}$ satisfies

$$
\begin{gathered}
f_{n}^{z_{n}}(u)=\rho_{n}^{2} / 2 \beta_{n} \text { for } u \in\left[0, t_{n}-t_{n}\left(z_{n}\right)\right], \\
\left(f_{n}^{z_{n}}\right)^{\prime \prime}(u)=-\beta_{n} \text { for } u \in\left[t_{n}-t_{n}\left(z_{n}\right), t_{n}\right], \\
f_{n}^{z_{n}}\left(t_{n}\right)=z_{n} .
\end{gathered}
$$

Solving the above equations, we get the expression (1.20) for $t_{n}\left(z_{n}\right)$, as well as the formula

$$
f_{z_{n}}(u)=\frac{\rho_{n}^{2}}{2 \beta_{n}}-\frac{\beta_{n}}{2}\left(u-\left(t_{n}-t_{n}\left(z_{n}\right)\right)\right)^{2} \quad \text { for } u \in\left[t_{n}-t_{n}\left(z_{n}\right), t_{n}\right] .
$$

Combining these results with (1.41), we get that the number of particles near $z_{n}$ at time $t_{n}$ is approximately

$$
\exp \left(g_{n}\left(z_{n}\right)\right)=\exp \left(\int_{0}^{t_{n}}\left(\beta_{n} f_{n}^{z_{n}}(u)-\frac{1}{2}\left(\left(f_{n}^{z_{n}}\right)^{\prime}(u)+\rho_{n}\right)^{2}\right) d u\right),
$$

which gives (1.22) for all $z_{n}$. Figure 1.2 is an illustration of the trajectory of $f_{n}^{z_{n}}$.


Figure 1.2. Trajectory of $f_{n}^{z_{n}}$
It is also worth mentioning that the expressions for the left edge $L_{n}^{\dagger}$ and the right edge $L_{n}^{*}$ emerge from $g_{n}\left(z_{n}\right)$. Solving $g_{n}\left(z_{n}\right)=0$, we get two solutions

$$
z_{n}=-\frac{5 \rho_{n}^{2}}{8 \beta_{n}}, \quad z_{n}=\frac{\rho_{n}^{2}}{2 \beta_{n}},
$$

which correspond to $L_{n}^{\dagger}$ and $L_{n}^{*}$ respectively.
These heuristics also explain why we need assumptions (1.2) and (1.3). Note that the Taylor expansion of $e^{g(z)}$ is proportional to the Gaussian density with mean 0 and variance $\rho_{n} / \beta_{n}$. The standard deviation of the Gaussian distribution should be much smaller than the right-most position, which leads to (1.2). Moreover, the branching rate should be small around the right edge $\rho_{n}^{2} / 2 \beta_{n}$, which leads to (1.3).

We can also get some insight into the formula for $g_{n}\left(z_{n}\right)$ by considering the density for the branching Brownian motion process. We denote by $p_{t}^{n}(x, y)$ the density at location $y$ and time $t$ for the process when it starts from a single particle at $x$ at time 0 . This means that if there is a single particle located at $x$ at time 0 , then the expected number of particles in the measurable set $U$ at time $t$ is

$$
\int_{U} p_{t}^{n}(x, y) d y
$$

According to formula (2.11) in Roberts and Schweinsberg (2021), by the many-to-one lemma,

$$
\begin{equation*}
p_{t}^{n}(x, y)=\frac{1}{\sqrt{2 \pi t}} \exp \left(\rho_{n} x-\rho_{n} y-\frac{(x-y)^{2}}{2 t}-\frac{\rho_{n}^{2} t}{2}+\frac{\beta_{n}(x+y) t}{2}+\frac{\beta_{n}^{2} t^{3}}{24}\right) . \tag{1.42}
\end{equation*}
$$

In general, the density formula $p_{t}^{n}(x, y)$ may not yield a good estimate of the actual number of particles near $y$ at time $t$ because the expectation may be dominated by rare events in which one particle drifts very far to the right and generates a large number of descendants around $y$. For example, if $x=\rho_{n}^{2} / 2 \beta_{n}$ and $t_{n}$ is much larger than $t_{n}\left(z_{n}\right)$, then $p_{t_{n}}\left(x, z_{n}\right)$ is dominated by particles whose trajectories start out by going above the trajectory $f_{n}^{z_{n}}$ that is pictured in Figure 1.2. Because it is rare that any particle follows this trajectory, $p_{t_{n}}\left(x, z_{n}\right)$ will overestimate the actual number of particles near $z_{n}$. On the other hand, the density formula reflects well how the process evolves between times $t_{n}-t_{n}\left(z_{n}\right)$ and time $t_{n}$. In particular, it is possible to calculate that for $z_{n}<L_{n}^{*}$, we have the exact equality

$$
p_{t_{n}\left(z_{n}\right)}^{n}\left(L_{n}^{*}, z_{n}\right)=\frac{1}{\sqrt{2 \pi t_{n}\left(z_{n}\right)}} e^{g_{n}\left(z_{n}\right)} .
$$

One way to obtain a density which approximates well the actual number of particles near $y$ at larger times is to use a truncation argument. Suppose we modify our branching Brownian motion
process by killing any particle that reaches $L_{n}$. Lemma 2.5 in Roberts and Schweinsberg (2021) shows that if $t$ is large enough, then as a function of $y$, the density for this modified process is approximately proportional to

$$
\begin{equation*}
e^{-\rho_{n} y} A i\left(\left(2 \beta_{n}\right)^{1 / 3}\left(L_{n}-y\right)+\gamma_{1}\right), \tag{1.43}
\end{equation*}
$$

which closely resembles (1.29).
To prove Theorem 1.1, we use first and second moment estimates. We note that $N_{t_{n}, n}\left(\left[a_{n}, b_{n}\right]\right)$ is dominated by the number of particles that are close to $z_{n}$. We therefore look back to time $t_{n}-t_{n}\left(z_{n}\right)$. According to the large deviations estimates, particles that are near $z_{n}$ at time $t_{n}$ will be descended from particles that are near the right edge at time $t_{n}-t_{n}\left(z_{n}\right)$, and we can use (1.14) to understand what the configuration of particles near the right edge looks like at time $t_{n}-t_{n}\left(z_{n}\right)$. Conditional on the configuration at time $t_{n}-t_{n}\left(z_{n}\right)$, we can estimate the expected value of $N_{t_{n}, n}\left(\left[a_{n}, b_{n}\right]\right)$ by expressing $p_{t_{n}}^{n}\left(x, z_{n}\right)$ in terms of $g_{n}\left(z_{n}\right)$ and some other error terms that can be controlled. To bound the variance of $N_{t_{n}, n}\left(\left[a_{n}, b_{n}\right]\right)$, we use a truncated second moment estimate in which we kill particles when they reach $L_{n}$. We show that the dominant contribution to $N_{t_{n}, n}\left(\left[a_{n}, b_{n}\right]\right)$ comes from particles which are close to $L_{n}$ at time $t_{n}-t_{n}\left(z_{n}\right)$ and do not hit the right boundary $L_{n}$ during the time interval $\left[t_{n}-t_{n}\left(z_{n}\right), t_{n}\right]$.
1.4. Connections with the traveling wave literature. According to the discussion after Corollary 1.2, the asymptotic empirical density $f_{n}(y)$ is closely related to the Airy density formula $f_{n}^{A}(y)$ in (1.29). The Airy function for the shape of the traveling wave was previously derived nonrigorously in Tsimring et al. (1996); Cohen et al. (2005); Melissa et al. (2022); Neher and Hallatschek (2013). Here we review this nonrigorous derivation and explain in more detail the connections with our work.

Suppose there are $N$ individuals in a population. Each individual is subject to new mutations at rate $\mu$, and the selective advantage $s$ of each mutation is random and has a distribution with probability density function $\rho(s)$. Let $q(x, t)$ be the "density" of particles with fitness $x$ at time $t$. Define $m(t)$ to be the average fitness at time $t$, with $m(0)=0$. Let $\nu(s)=\mu \rho(s)$. Then (see equation (4) in Melissa et al. (2022) or equation (2) in the supplementary information to Neher and Hallatschek (2013)), $q(x, t)$ can be approximated by the equation

$$
\begin{equation*}
\frac{\partial}{\partial t} q(x, t)=(x-m(t)) q(x, t)+\int(q(x-s, t)-q(x, t)) \nu(s) d s+\sqrt{\frac{q(x, t)}{N}} \eta(x, t) \tag{1.44}
\end{equation*}
$$

where $\eta$ is Gaussian white noise. Note that the first term models selection, the second term models mutation, and the third term models the noise from the randomness in the births and deaths. One can look for traveling wave solutions to (1.44) of the form

$$
q(x, t)=\omega(x-v t)
$$

where $v=m(t) / t$ denotes the velocity of the traveling wave, or the average rate at which the mean fitness of the population changes. Writing $y=x-v t$ for the relative fitness and neglecting the noise term, equation (1.44) becomes

$$
-v \omega^{\prime}(y)=y \omega(y)+\int(\omega(y-s)-\omega(y)) \nu(s) d s
$$

Assuming the selective advantage $s$ is small, we can use a Taylor expansion to approximate

$$
\omega(y-s)-\omega(y) \approx-s \omega^{\prime}(y)+\frac{1}{2} s^{2} \omega^{\prime \prime}(y) .
$$

which leads to

$$
-v \omega^{\prime}(y)=y \omega(y)-\mu E[s] \omega^{\prime}(y)+\frac{1}{2} \mu E\left[s^{2}\right] \omega^{\prime \prime}(y) .
$$

Now letting $D=\mu E\left[s^{2}\right] / 2$ and $\sigma^{2}=v-\mu E[s]$, we get

$$
\begin{equation*}
D \omega^{\prime \prime}(y)+\sigma^{2} \omega^{\prime}(y)+y \omega(y)=0 \tag{1.45}
\end{equation*}
$$

Recalling that the Airy function satisfies the differential equation $A i^{\prime \prime}(y)=y A i(y)$, we see that a solution to this differential equation is given by

$$
\begin{equation*}
\omega(y)=C e^{-\sigma^{2} y / 2 D} A i\left(\frac{\sigma^{4}}{4 D^{4 / 3}}-\frac{y}{D^{1 / 3}}\right) \tag{1.46}
\end{equation*}
$$

which matches equation (6) in the supplementary information to Neher and Hallatschek (2013) and equations (25) and (28) in Melissa et al. (2022). We note that the above equation will lead to a solution which takes negative values for some large $y$, which is impossible for a fitness distribution. To avoid this, it is assumed in Neher and Hallatschek (2013), Melissa et al. (2022) and Tsimring et al. (1996) that there is a cutoff value $y_{c u t}$, which can be understood as the maximum fitness of the individuals in the population, such that $\omega(y)$ is given by (1.46) for $y<y_{\text {cut }}$ and $\omega(y)=0$ for $y>y_{\text {cut }}$.

We now relate the parameters $\sigma^{2}$ and $D$ with $\rho_{n}$ and $\beta_{n}$ in our model. The parameter $\sigma^{2}$ represents the variance of the fitness distribution. Recall from (1.12) and (1.31) that the long-run empirical distribution of particles in our model is approximately normal with variance $\rho_{n} / \beta_{n}$. In view of (1.1), one unit of space in our model corresponds to $\beta_{n}$ units of fitness. Thus the variance of the fitness distribution in our model is $\beta_{n}^{2}\left(\rho_{n} / \beta_{n}\right)=\rho_{n} \beta_{n}$, leading to the correspondence

$$
\sigma^{2}=\rho_{n} \beta_{n}
$$

Also, as explained in equation (1.20) in Roberts and Schweinsberg (2021), we expect $\beta_{n}^{2}$ to correspond to $\mu E\left[s^{2}\right]$, which implies that

$$
D=\frac{\beta_{n}^{2}}{2}
$$

Plugging the above two formulas into (1.46) and taking the scaling into consideration, we get

$$
\omega\left(\beta_{n} y\right)=C e^{-\rho_{n} y} A i\left(\frac{\rho^{2}}{(2 \beta)^{2 / 3}}-(2 \beta)^{1 / 3} y\right)
$$

matching (1.29). Indeed, the derivation above which was adapted from Neher and Hallatschek (2013) and Melissa et al. (2022) is quite similar to the derivation of (1.43) in Roberts and Schweinsberg (2021). The derivation of (1.43) leaned on work of Salminen (1988), which involved solving a differential equation for the density.
1.5. Table of notation. We summarize some of the notation that is used throughout the rest of the paper in the following table.

Table 1.1: Index of notation

| $n$ | Index of a sequence of processes. <br> $\rho_{n}$ |
| :--- | :--- |
| $\beta_{n}$ | Particles move according to Brownian motion with drift $-\rho_{n}$. |
| Selection parameter. The difference between the birth rate and the death rate for |  |
| $N_{t, n}$ | a particle at $x$ is $\beta_{n} x$. <br> $\mathcal{N}_{t, n}$ <br> $N_{t, n}(\mathcal{I})$ <br> $X_{i, n}(t)$ |
| Total number of particles at time $t .^{\text {The set of particles alive at time } t .}$ |  |
| Number of particles in the interval $\mathcal{I}$ at time $t .^{\text {Nositions of the particle } i \text { at time } t \text { for } i \in \mathcal{N}_{t, n} .}$ |  |
| $L_{n}$ | The largest zero of the Airy function. |
| $L_{n}^{A}$ | The approximate position of right-most particle, $L_{n}=\rho_{n}^{2} / \beta_{n}-\left(2 \beta_{n}\right)^{-1 / 3} \gamma_{1}$. |
|  | Defined to equal $L_{n}-A / \rho_{n}$ for $A \in \mathbb{R}$. |


| $\bar{L}_{n}$ | The approximate position of left-most particle, $\bar{L}_{n}=-5 \rho_{n}^{2} / 8 \beta_{n}-2\left(2 \beta_{n}\right)$ |
| :---: | :---: |
| $L_{n}^{*}$ | The position that is near the position of the right-most particle. We call it the right edge. Explicitly, $L_{n}^{*}=\rho_{n}^{2} / \beta_{n}$. |
| $L_{n}^{\dagger}$ | The position that is near the position of the left-most particle. We call it the left edge. Explicitly, $L_{n}^{\dagger}=-5 \rho_{n}^{2} / 8 \beta_{n}$. |
| $Y_{n}(t)$ | Sum of $e^{\rho_{n} X_{i, n}(t)}$ for all $i=1, \ldots, N_{t, n}$. Defined in (1.8). |
| $Z_{n}(t)$ | Weighted sum used to characterize the size of the configuration at time $t$. Defined in (1.9). |
| § | Write $x_{n} \lesssim y_{n}$ if $x_{n} / y_{n}$ is bounded above by a positive constant. Define $\gtrsim$ similarly. |
| $\ll$ | Write $x_{n} \ll y_{n}$ if $\lim _{n \rightarrow \infty} x_{n} / y_{n}=0$. Define $\gg$ similarly. |
| $\asymp$ | Write $x_{n} \asymp y_{n}$ if $x_{n} / y_{n}$ is bounded above and below by positive constants. |
| O | Write $x_{n}=O\left(y_{n}\right)$ if the sequence $\left(x_{n} / y_{n}\right)_{n=1}^{\infty}$ is bounded. |
| $o$ | Write $x_{n}=o\left(y_{n}\right)$ if $\lim _{n \rightarrow \infty} x_{n} / y_{n}=0$. |
| $\left\{\left[a_{n}, b_{n}\right]\right\}_{n=1}^{\infty}$ | A sequence of intervals satisfying (1.15)-(1.17). |
| $z_{n}$ | Roughly speaking, the asymptotic density of the number of particles in $\left[a_{n}, b_{n}\right]$ is maximized at $z_{n}$. Defined in (1.18). |
| $l_{n}$ | Measures the length of the interval in which we are counting the number of particles. |
| $t_{n}(y)$ | For particles near $y$ at time $t_{n}, t_{n}-t_{n}(y)$ is the time when their ancestors start to leave the right boundary and drift toward $y$. Defined in (1.20). |
| $g_{n}(y)$ | Function used to approximate the density of particles. Defined in (1.22). |
| $M_{t, n}$ | Position of the left-most particle at time $t$. |
| $p_{t}^{n}(x, y)$ | Density at location $y$ and time $t$ for the process which starts from a single particle at $x$ at time 0 . Defined in (1.42). |
| $p_{t}^{L_{n}}(x, y)$ | Density at location $y$ and time $t$ for the process where there is only one particle at $x$ at time 0 and particles are killed upon hitting $L_{n}$. |
| $c_{0, n}$ | The ratio between $z_{n}$ and $L_{n}^{*}$. Defined in (2.3) |
|  | Measures the distance between $z_{n}$ and $L_{n}^{*}$. Defined in (3.16). |
| $r_{x}^{L_{n}}(v)$ | Rate at which particles hit $L_{n}$ at time $v$. Defined in 3.1. |
| $N_{t}^{L_{n}}(\mathcal{I})$ | Number of particles in the interval $\mathcal{I}$ at time $t$ for the process in which particles are killed at $L_{n}$. |
| $\left(\mathcal{F}_{t}, t \geq 0\right)$ | Natural filtration associated with the branching Brownian motion process. |
| $d$ | Used to divide the length of the interval in the proof of Proposition 2.2. Defined in (3.63). |
| $s$ | Constants used to adjust time. In the proof of Propositions 2.1 and 2.2, we define $s=C_{1} \beta_{n}^{-2 / 3}$. |
| $s_{y}$ | Constants used to adjust time for each $y \in[z-l, z+l]$ based on the choice of $s$. Defined to be $t(y)-t(z)+s$. |
| $u_{1}$ | The first cutoff time in the second moment calcula |
| $u_{2}$ | The second cutoff time in the second moment calculation. Defined in (5.36). |

1.6. Organization of the paper. The rest of this paper is organized as follows. In Section 2, we show how to obtain Theorem 1.1 and Corollary 1.2 from two other propositions, one of which controls the number of particles in narrow intervals and one of which controls the number of particles in longer intervals. In Section 3, we prove Propositions 1.3 and 1.4, and give the most important arguments for the proofs of the two propositions that lead to Theorem 1.1. Proofs of some technical lemmas are postponed until Section 4, and the second moment calculations are presented in Section 5.

## 2. Structure of the proof of the main results

In this section, we show how Theorem 1.1 and Corollary 1.2 follow from Propositions 2.1 and 2.2 below. We also introduce some notation that will be used throughout the paper.
2.1. Division into larger and smaller intervals. The proof of Theorem 1.1 will be divided into two cases. First, we will deal with intervals with smaller length. In such intervals, we will control the number of particles using a second moment argument. Indeed, we will show that most particles that end up near $z_{n}$ at time $t_{n}$ stay close to $L_{n}$ up to time $t_{n}-t_{n}\left(z_{n}\right)$ and then drift towards $z_{n}$. Trajectories of such particles are illustrated in Figure 1.2. Second, we will consider longer intervals. We will show that the number of particles in the interval $\left[a_{n}, b_{n}\right]$ that are far away from $z_{n}$ is negligible using a first moment argument, allowing us to estimate the number of particles in the entire interval by the number of particles in a smaller interval around $z_{n}$. The first step will lead to Proposition 2.1 while the second step will lead to Proposition 2.2.

Consider a sequence $\left(z_{n}\right)_{n=1}^{\infty}$ satisfying (1.19) such that

$$
\begin{equation*}
\left|z_{n}\right| \gtrsim \sqrt{\frac{\rho_{n}}{\beta_{n}}} \quad \text { or } \quad\left|z_{n}\right| \ll \sqrt{\frac{\rho_{n}}{\beta_{n}}} \tag{2.1}
\end{equation*}
$$

We further assume that

$$
\begin{equation*}
z_{n} \geq 0 \quad \text { for all } n \quad \text { or } \quad z_{n} \leq 0 \quad \text { for all } n \tag{2.2}
\end{equation*}
$$

Denote

$$
\begin{equation*}
c_{0, n}=\frac{z_{n}}{L_{n}^{*}} \tag{2.3}
\end{equation*}
$$

We consider intervals of the forms $\left[z_{n}, z_{n}+l_{n}\right]$ and $\left[z_{n}-l_{n}, z_{n}\right]$ where $l_{n}$ is the length of the interval. By convention, if $l_{n}=\infty$, then $\left[z_{n}, z_{n}+l_{n}\right]=\left[z_{n}, \infty\right)$ and $\left[z_{n}-l_{n}, z_{n}\right]=\left(-\infty, z_{n}\right]$.
Proposition 2.1. Suppose assumptions (1.2), (1.3), (1.4), (1.10) and (1.11) hold. For every sequence $\left(z_{n}\right)_{n=1}^{\infty}$ satisfying (1.19), (2.1) and (2.2), choose $\left(l_{n}\right)_{n=1}^{\infty}$ such that

$$
\begin{cases}1 \ll l_{n} \lesssim \frac{1}{\left|c_{0, n}\right| \rho_{n}} & \text { if }\left|z_{n}\right| \gtrsim \sqrt{\frac{\rho_{n}}{\beta_{n}}}  \tag{2.4}\\ 1 \ll l_{n} \lesssim \sqrt{\frac{\rho_{n}}{\beta_{n}}} & \text { if }\left|z_{n}\right| \ll \sqrt{\frac{\rho_{n}}{\beta_{n}}}\end{cases}
$$

Consider intervals of the form

$$
\mathcal{I}_{n}= \begin{cases}{\left[z_{n}, z_{n}+l_{n}\right]} & \text { if } z_{n} \geq 0  \tag{2.5}\\ {\left[z_{n}-l_{n}, z_{n}\right]} & \text { if } z_{n} \leq 0\end{cases}
$$

If $t_{n}$ satisfies

$$
\begin{equation*}
\frac{\rho_{n}^{2 / 3}}{\beta_{n}^{8 / 9}} \ll t_{n}-t_{n}\left(z_{n}\right) \ll \frac{\rho_{n}}{\beta_{n}} \tag{2.6}
\end{equation*}
$$

then for any $\kappa>0$, we have

$$
\begin{align*}
\lim _{n \rightarrow \infty} P\left(\frac{1-\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho_{n} L_{n}^{*}} Z_{n}(0)\right. & \int_{\mathcal{I}_{n}} \frac{1}{\sqrt{2 \pi t_{n}(y)}} e^{g_{n}(y)} d y \leq N_{t_{n}, n}\left(\mathcal{I}_{n}\right) \\
& \left.\leq \frac{1+\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho_{n} L_{n}^{*}} Z_{n}(0) \int_{\mathcal{I}_{n}} \frac{1}{\sqrt{2 \pi t_{n}(y)}} e^{g_{n}(y)} d y\right)=1 \tag{2.7}
\end{align*}
$$

Proposition 2.2. Suppose assumptions (1.2), (1.3), (1.4), (1.10) and (1.11) hold. For every sequence of $\left(z_{n}\right)_{n=1}^{\infty}$ satisfying (1.19), (2.1) and (2.2), choose $\left(l_{n}\right)_{n=1}^{\infty}$ such that

$$
\begin{cases}l_{n} \gg \frac{1}{\left|c_{0, n}\right| \rho_{n}} & \text { if }\left|z_{n}\right| \gtrsim \sqrt{\frac{\rho_{n}}{\beta_{n}}},  \tag{2.8}\\ l_{n} \gg \sqrt{\frac{\rho_{n}}{\beta_{n}}} & \text { if }\left|z_{n}\right| \ll \sqrt{\frac{\rho_{n}}{\beta_{n}}} .\end{cases}
$$

Consider intervals of the form

$$
\mathcal{J}_{n}= \begin{cases}{\left[z_{n}, z_{n}+l_{n}\right]} & \text { if } z_{n} \geq 0  \tag{2.9}\\ {\left[z_{n}-l_{n}, z_{n}\right]} & \text { if } z_{n} \leq 0\end{cases}
$$

If $t_{n}$ satisfies (2.6), then for any $\kappa>0$, we have

$$
\begin{align*}
& \lim _{n \rightarrow \infty} P\left(\frac{1-\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho_{n} L_{n}^{*}} Z_{n}(0) \int_{\mathcal{J}_{n} \cap\left(-\infty, L_{n}^{*}\right]} \frac{1}{\sqrt{2 \pi t_{n}(y)}} e^{g_{n}(y)} d y \leq N_{t_{n}, n}\left(\mathcal{J}_{n}\right)\right. \\
&\left.\leq \frac{1+\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho_{n} L_{n}^{*}} Z_{n}(0) \int_{\mathcal{J}_{n} \cap\left(-\infty, L_{n}^{*}\right]} \frac{1}{\sqrt{2 \pi t_{n}(y)}} e^{g_{n}(y)} d y\right)=1 \tag{2.10}
\end{align*}
$$

Next, we will explain heuristically why the interval length $l_{n}$ is divided into the above two cases (2.4) and (2.8). Let us take the case $z_{n} \geq 0$ as an example. The case when $z_{n} \leq 0$ is essentially the same. Our hope is to find a cutoff length $l_{n}$ depending on $z_{n}$ such that the number of particles in $\left[z_{n}, \infty\right)$ is dominated by the number of particles in $\left[z_{n}, z_{n}+l_{n}\right]$. Since the number of particles near $z_{n}$ is approximately proportional to $e^{g_{n}\left(z_{n}\right)} / \sqrt{2 \pi t_{n}\left(z_{n}\right)}$, this boils down to finding a cutoff length $l_{n}$ such that for any $\eta>0$, if $n$ is sufficiently large, then

$$
\int_{z_{n}}^{\infty} \frac{1}{\sqrt{2 \pi t_{n}(y)}} e^{g_{n}(y)} d y<(1+\eta) \int_{z_{n}}^{z_{n}+l_{n}} \frac{1}{\sqrt{2 \pi t_{n}(y)}} e^{g_{n}(y)} d y
$$

It turns out that if $z_{n} \gtrsim \sqrt{\rho_{n} / \beta_{n}}$, then we can take $l_{n} \asymp 1 / c_{0, n} \rho_{n}$, as shown in Lemma 3.7, while if $z_{n} \ll \sqrt{\rho_{n} / \beta_{n}}$, then we take $l_{n} \asymp \sqrt{\rho_{n} / \beta_{n}}$.
2.2. Proof of Theorem 1.1. In this subsection, we deduce Theorem 1.1 from Propositions 2.1 and 2.2. We first review an important result from Roberts and Schweinsberg (2021) which will be needed in the proof.

Remark 2.3. Proposition 2.3 in Roberts and Schweinsberg (2021) states that if $\beta_{n} t_{n} / \rho_{n}$ converges to a positive real number as $n$ goes to infinity, then with probability tending to 1 as $n \rightarrow \infty$, conditions (1.10) and (1.11) hold with $Y_{n}\left(t_{n}\right)$ and $Z_{n}\left(t_{n}\right)$ in place of $Z_{n}(0)$ and $Y_{n}(0)$ respectively. Furthermore, if $t_{n} \asymp \rho_{n} / \beta_{n}$, then for every subsequence $\left(n_{j}\right)_{j=1}^{\infty}$, there exists a sub-subsequence $\left(n_{j_{k}}\right)_{k=1}^{\infty}$ such that

$$
\lim _{k \rightarrow \infty} \frac{\beta_{n_{j_{k}}} t_{n_{j_{k}}}}{\rho_{n_{j_{k}}}}=\tau \in(0, \infty)
$$

Consequently, by Proposition 2.3 in Roberts and Schweinsberg (2021), with probability tending to 1 as $k \rightarrow \infty$, conditions (1.10) and (1.11) hold with $Y_{n_{j_{k}}}\left(t_{n_{j_{k}}}\right)$ and $Z_{n_{j_{k}}}\left(t_{n_{j_{k}}}\right)$ in place of $Z_{n}(0)$ and $Y_{n}(0)$ respectively.

Proof of Theorem 1.1. First, we consider the case when $t_{n}$ satisfies (1.23). To prove (1.24), it suffices to show that for every subsequence $\left(n_{j}\right)_{j=1}^{\infty}$, there exists a sub-subsequence $\left(n_{j_{k}}\right)_{k=1}^{\infty}$, such that for any $0<\kappa<1$,

$$
\begin{align*}
& \lim _{k \rightarrow \infty} P\left(\frac{1-\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho_{n_{j_{k}}} L_{n_{j_{k}}}^{*} Z_{n_{j_{k}}}(0) \int_{\left[a_{n_{j_{k}}}, b_{n_{j_{k}}}\right] \cap\left(-\infty, L_{n_{j_{k}}}^{*}\right]} \frac{1}{\sqrt{2 \pi t_{n_{j_{k}}}(y)}} e^{g_{n_{j_{k}}}(y)} d y} \begin{array}{l}
\quad \leq N_{t_{n_{j_{k}}}, n_{j_{k}}}\left(\left[a_{n_{j_{k}}}, b_{n_{j_{k}}}\right]\right) \\
\left.\quad \leq \frac{1+\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho_{n_{j_{k}}} L_{n_{j_{k}}}^{*}} Z_{n_{j_{k}}}(0) \int_{\left[a_{n_{j_{k}}}, b_{n_{j_{k}}}\right] \cap\left(-\infty, L_{n_{j_{k}}}^{*}\right]} \frac{1}{\sqrt{2 \pi t_{n_{j_{k}}}(y)}} e^{g_{n}(y)} d y\right)=1
\end{array} .\right.
\end{align*}
$$

Given a subsequence $\left(n_{j}\right)_{j=1}^{\infty}$, there exists a further subsequence $\left(n_{j_{k}}\right)_{k=1}^{\infty}$ such that one of the following holds:
(1) We have $a_{n_{j_{k}}} \geq 0$ for all $k$. Let $z_{n_{j_{k}}}=a_{n_{j_{k}}}$ and $l_{n_{j_{k}}}=b_{n_{j_{k}}}-a_{n_{j_{k}}}$. The subsequence $\left(z_{n_{j_{k}}}\right)_{k=1}^{\infty}$ satisfies (1.19), (2.1) and (2.2), and the subsequence $\left(l_{n_{j_{k}}}\right)_{k=1}^{\infty}$ satisfies (2.4) or (2.8).
(2) We have $b_{n_{j_{k}}} \leq 0$ for all $k$. Let $z_{n_{j_{k}}}=b_{n_{j_{k}}}$ and $l_{n_{j_{k}}}=b_{n_{j_{k}}}-a_{n_{j_{k}}}$. The subsequence $\left(z_{n_{j_{k}}}\right)_{k=1}^{\infty}$ satisfies (1.19), (2.1) and (2.2), and the subsequence $\left(l_{n_{j_{k}}}\right)_{k=1}^{\infty}$ satisfies (2.4) or (2.8).
(3) We have $a_{n_{j_{k}}}<0$ and $b_{n_{j_{k}}}>0$ for all $k$. Let $z_{n_{j_{k}}}=0, l_{1, n_{j_{k}}}=-a_{n_{j_{k}}}$ and $l_{2, n_{j_{k}}}=b_{n_{j_{k}}}$. Both the subsequences $\left(l_{1, n_{j_{k}}}\right)_{k=1}^{\infty}$ and $\left(l_{2, n_{j_{k}}}\right)_{k=1}^{\infty}$ satisfy (2.4) or (2.8).
In cases 1 and 2, since $\left[a_{n_{j_{k}}}, b_{n_{j_{k}}}\right]$ satisfies the hypotheses of either Proposition 2.1 or Proposition 2.2, equation (2.11) follows from (2.7) or (2.10). As for case 3, we see that both $\left[a_{n_{j_{k}}}, 0\right]$ and $\left[0, b_{n_{j_{k}}}\right]$ satisfy the hypotheses of Proposition 2.1 or Proposition 2.2. Thus, both $\left[a_{n_{j_{k}}}, 0\right]$ and $\left[0, b_{n_{j_{k}}}\right]$ satisfy (2.11) with $\left[a_{n_{j_{k}}}, 0\right]$ and $\left[0, b_{n_{j_{k}}}\right]$ in place of $\left[a_{n_{j_{k}}}, b_{n_{j_{k}}}\right]$ respectively. Consequently, equation (2.11) also holds in this case. Therefore, equation (1.24) follows.

Next, consider the case when $t_{n}$ satisfies (1.25). Choose a sequence $\left(h_{n}\right)_{n=1}^{\infty}$ for which

$$
\begin{equation*}
\frac{\rho_{n}^{2 / 3}}{\beta_{n}^{8 / 9}} \ll h_{n} \ll \frac{\rho_{n}}{\beta_{n}} \tag{2.12}
\end{equation*}
$$

Let

$$
\begin{equation*}
r_{n}=t_{n}-t_{n}\left(z_{n}\right)-h_{n} \tag{2.13}
\end{equation*}
$$

Note that $r_{n} \asymp \rho_{n} / \beta_{n}$. By Remark 2.3, for every subsequence $\left(n_{j}\right)_{j=1}^{\infty}$, we can choose a subsubsequence $\left(n_{j_{k}}\right)_{k=1}^{\infty}$ such that assumptions (1.10) and (1.11) hold when $Y_{n}(0)$ and $Z_{n}(0)$ are replaced by $Y_{n_{j_{k}}}\left(r_{n_{j_{k}}}\right)$ and $Z_{n_{j_{k}}}\left(r_{n_{j_{k}}}\right)$. By using the Markov property at time $r_{n_{j_{k}}}$ and applying the previous argument, there exists a further sub-subsequence $\left(n_{j_{k_{m}}}\right)_{m=1}^{\infty}$ such that equation (2.11) holds with $Z_{n_{j_{k_{m}}}}\left(r_{n_{j_{k_{m}}}}\right)$ in place of $Z(0)$. As a result, we have for any $0<\kappa<1$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} P\left(\frac{1-\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}}\right. & e^{-\rho_{n} L_{n}^{*}} Z_{n}\left(r_{n}\right) \int_{\left[a_{n}, b_{n}\right] \cap\left(-\infty, L_{n}^{*}\right]} \frac{1}{\sqrt{2 \pi t_{n}(y)}} e^{g_{n}(y)} d y \leq N_{t_{n}, n}\left(\left[a_{n}, b_{n}\right]\right) \\
& \left.\leq \frac{1+\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho_{n} L_{n}^{*}} Z_{n}\left(r_{n}\right) \int_{\left[a_{n}, b_{n}\right] \cap\left(-\infty, L_{n}^{*}\right]} \frac{1}{\sqrt{2 \pi t_{n}(y)}} e^{g_{n}(y)} d y\right)=1 \tag{2.14}
\end{align*}
$$

Note that equation (2.14) holds for all choices of $\left(t_{n}\right)_{n=1}^{\infty}$ satisfying (1.25) and $\left(h_{n}\right)_{n=1}^{\infty}$ satisfying (2.12). Thus for every $\left(z_{n}\right)_{n=1}^{\infty}$ satisfying (1.19), $\left(t_{n}\right)_{n=1}^{\infty}$ satisfying (1.25) and any two sequences $\left(h_{1, n}\right)_{n=1}^{\infty},\left(h_{2, n}\right)_{n=1}^{\infty}$ satisfying (2.12), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\frac{1-\kappa}{1+\kappa} Z_{n}\left(r_{1, n}\right) \leq Z_{n}\left(r_{2, n}\right) \leq \frac{1+\kappa}{1-\kappa} Z_{n}\left(r_{1, n}\right)\right)=1 \tag{2.15}
\end{equation*}
$$

where $r_{i, n}=t_{n}-t_{n}\left(z_{n}\right)-h_{i, n}$ for $i=1,2$. Choose $\left(z_{n}^{*}\right)_{n=1}^{\infty}$ satisfying (1.19), $\left(t_{n}^{*}\right)_{n=1}^{\infty}$ satisfying (1.25) and $\left(h_{1, n}\right)_{n=1}^{\infty},\left(h_{2, n}\right)_{n=1}^{\infty}$ satisfying (2.12) such that

$$
t_{n}-t_{n}\left(z_{n}\right)=t_{n}^{*}-t_{n}\left(z_{n}^{*}\right)-h_{1, n}, \quad t_{n}-t_{n}\left(z_{n}\right)-h_{n}=t_{n}^{*}-t_{n}\left(z_{n}^{*}\right)-h_{2, n}
$$

For example, for any sequence of $\left(h_{1, n}\right)_{n=1}^{\infty}$ satisfying (2.12), we can take $z_{n}^{*}=z_{n}, t_{n}^{*}=t_{n}+h_{1, n}$ and $h_{2, n}=h_{1, n}+h_{n}$. By (2.13) and (2.15), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\frac{1-\kappa}{1+\kappa} Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right) \leq Z_{n}\left(r_{n}\right) \leq \frac{1+\kappa}{1-\kappa} Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right)\right)=1 \tag{2.16}
\end{equation*}
$$

Finally, equation (1.26) follows from (2.14) and (2.16).

Remark 2.4. The argument leading to (2.16) can be modified to show that for $t_{n} \asymp \rho_{n} / \beta_{n}$ and $h_{n} \ll \rho_{n} / \beta_{n}$, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{Z_{n}\left(t_{n}\right)}{Z_{n}\left(t_{n}+h_{n}\right)} \rightarrow_{p} 1 \tag{2.17}
\end{equation*}
$$

To see this, note that we can choose $\left(z_{n}^{*}\right)_{n=1}^{\infty}$ satisfying (1.19), $\left(t_{n}^{*}\right)_{n=1}^{\infty}$ satisfying (1.25), and $\left(h_{1, n}\right)_{n=1}^{\infty}$ and $\left(h_{2, n}\right)_{n=1}^{\infty}$ satisfying (2.12) such that

$$
t_{n}=t_{n}^{*}-t_{n}\left(z_{n}^{*}\right)-h_{1, n}, \quad t_{n}+h_{n}=t_{n}^{*}-t_{n}\left(z_{n}^{*}\right)-h_{2, n} .
$$

For example, we can take $\left(h_{2, n}\right)_{n=1}^{\infty}$ to be any sequence satisfying (2.12) and $\left(z_{n}^{*}\right)_{n=1}^{\infty}$ to be any sequence satisfying (1.19) such that $t_{n}\left(z_{n}^{*}\right) \ll \rho_{n} / \beta_{n}$. Then we let $h_{1, n}=h_{2, n}+h_{n}$ and $t_{n}^{*}=$ $t_{n}+t_{n}\left(z_{n}^{*}\right)+h_{1, n}$. Letting $r_{i, n}=t_{n}^{*}-t_{n}\left(z_{n}^{*}\right)-h_{i, n}$ for $i=1,2$, equation (2.17) follows from (2.15).

As a byproduct of the proof of Theorem 1.1, the following lemma shows that the number of particles in any given interval will not change much on a time scale shorter than $\rho_{n} / \beta_{n}$.
Lemma 2.5. Suppose (1.2), (1.3), (1.4), (1.10) and (1.11) hold. For every sequence $\left\{\left[a_{n}, b_{n}\right]\right\}_{n=1}^{\infty}$ satisfying (1.15)-(1.17), define $z_{n}$ according to (1.18). Suppose

$$
\begin{equation*}
\frac{\rho_{n}^{2 / 3}}{\beta_{n}^{8 / 9}} \ll t_{n}-t_{n}\left(z_{n}\right) \lesssim \frac{\rho_{n}}{\beta_{n}}, \quad \frac{\rho_{n}^{2 / 3}}{\beta_{n}^{8 / 9}} \ll t_{n}^{\prime}-t_{n}\left(z_{n}\right) \lesssim \frac{\rho_{n}}{\beta_{n}} . \tag{2.18}
\end{equation*}
$$

If

$$
\begin{equation*}
\left|t_{n}-t_{n}^{\prime}\right| \ll \frac{\rho_{n}}{\beta_{n}}, \tag{2.19}
\end{equation*}
$$

then as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{N_{t_{n}, n}\left(\left[a_{n}, b_{n}\right]\right)}{N_{t_{n}^{\prime}, n}^{\prime}\left(\left[a_{n}, b_{n}\right]\right)} \rightarrow_{p} 1 . \tag{2.20}
\end{equation*}
$$

Proof of Lemma 2.5. First, we consider the case $\rho_{n}^{2 / 3} / \beta_{n}^{8 / 9} \ll t_{n}-t_{n}\left(z_{n}\right) \ll \rho_{n} / \beta_{n}$. From (2.19), we also have $\rho_{n}^{2 / 3} / \beta_{n}^{8 / 9} \ll t_{n}^{\prime}-t_{n}\left(z_{n}\right) \ll \rho_{n} / \beta_{n}$. Therefore, both $N_{t_{n}, n}\left(\left[a_{n}, b_{n}\right]\right)$ and $N_{t_{n}^{\prime}, n}\left(\left[a_{n}, b_{n}\right]\right)$ satisfy (1.24) and equation (2.20) follows.

It remains to consider the case $t_{n}-t_{n}\left(z_{n}\right) \asymp \rho_{n} / \beta_{n}$. By (2.19), we also have $t_{n}^{\prime}-t_{n}\left(z_{n}\right) \asymp \rho_{n} / \beta_{n}$. Then both $N_{t_{n}, n}\left(\left[a_{n}, b_{n}\right]\right)$ and $N_{t_{n}^{\prime}, n}\left(\left[a_{n}, b_{n}\right]\right)$ satisfy (1.26). As a result, equation (2.20) follows from (1.26) and (2.17).
2.3. Proof of Corollary 1.2. In this subsection, we show how to obtain Corollary 1.2 from Theorem 1.1.

Proof of Corollary 1.2. Condition (1.27) can be divided into four cases:
(1) $\rho_{n}^{2 / 3} / \beta_{n}^{8 / 9} \ll t_{n}-t_{n}\left(z_{n}\right) \ll \rho_{n} / \beta_{n}$ and $\rho_{n}^{2 / 3} / \beta_{n}^{8 / 9} \ll t_{n}-t_{n}(0) \ll \rho_{n} / \beta_{n}$;
(2) $t_{n}-t_{n}\left(z_{n}\right) \asymp \rho_{n} / \beta_{n}$ and $\rho_{n}^{2 / 3} / \beta_{n}^{8 / 9} \ll t_{n}-t_{n}(0) \ll \rho_{n} / \beta_{n}$;
(3) $\rho_{n}^{2 / 3} / \beta_{n}^{8 / 9} \ll t_{n}-t_{n}\left(z_{n}\right) \ll \rho_{n} / \beta_{n}$ and $t_{n}-t_{n}(0) \asymp \rho_{n} / \beta_{n}$;
(4) $t_{n}-t_{n}\left(z_{n}\right) \asymp \rho_{n} / \beta_{n}$ and $t_{n}-t_{n}(0) \asymp \rho_{n} / \beta_{n}$.

To prove case 1 , we first note that by equation (1.24) with $a_{n}=-\infty$ and $b_{n}=\infty$ and equation (1.28), if $\rho_{n}^{2 / 3} / \beta_{n}^{8 / 9} \ll t_{n}-t_{n}(0) \ll \rho_{n} / \beta_{n}$, then for all $\kappa>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\frac{1-\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho_{n}^{3} / 3 \beta_{n}} Z_{n}(0) \leq N_{t_{n}, n} \leq \frac{1+\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho_{n}^{3} / 3 \beta_{n}} Z_{n}(0)\right)=1 \tag{2.21}
\end{equation*}
$$

Equation (2.21) also follows from Proposition 2.2 in Roberts and Schweinsberg (2021). By (1.24) and (2.21), we have for any $\kappa>0$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\frac{1-\kappa}{1+\kappa}<D_{n}<\frac{1+\kappa}{1-\kappa}\right)=1 \tag{2.22}
\end{equation*}
$$

Thus, the sequence $\left(D_{n}\right)_{n=1}^{\infty}$ is tight. If case 2 holds, then by (1.26) and (2.21), we have for any $\kappa>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\frac{1-\kappa}{1+\kappa} \frac{Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right)}{Z_{n}(0)}<D_{n}<\frac{1+\kappa}{1-\kappa} \frac{Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right)}{Z_{n}(0)}\right)=1 . \tag{2.23}
\end{equation*}
$$

Note that $Z_{n}(0)$ satisfies (1.11) and $Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right)$ also satisfies (1.11) by Remark 2.3. Equation (2.23) thus implies that $\left(D_{n}\right)_{n=1}^{\infty}$ is tight.

For the remaining two cases, we need result that is parallel to (2.21) when $t_{n}-t_{n}(0) \asymp \rho_{n} / \beta_{n}$. By equation (1.26) with $a_{n}=-\infty$ and $b_{n}=\infty$ and equation (1.28), we have that if $t_{n}-t_{n}(0) \asymp \rho_{n} / \beta_{n}$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\frac{1-\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho_{n}^{3} / 3 \beta_{n}} Z_{n}\left(t_{n}-t_{n}(0)\right) \leq N_{t_{n}, n} \leq \frac{1+\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho_{n}^{3} / 3 \beta_{n}} Z_{n}\left(t_{n}-t_{n}(0)\right)\right)=1 . \tag{2.24}
\end{equation*}
$$

If case 3 holds, then by (1.24) and (2.24), we have for any $\kappa>0$,

$$
\lim _{n \rightarrow \infty} P\left(\frac{1-\kappa}{1+\kappa} \frac{Z_{n}(0)}{Z_{n}\left(t_{n}-t_{n}(0)\right)}<D_{n}<\frac{1+\kappa}{1-\kappa} \frac{Z_{n}(0)}{Z_{n}\left(t_{n}-t_{n}(0)\right)}\right)=1 .
$$

Together with the fact that both $Z_{n}(0)$ and $Z_{n}\left(t_{n}-t_{n}(0)\right)$ satisfy (1.11), the sequence $\left(D_{n}\right)_{n=1}^{\infty}$ is tight. If case 4 holds, then by (1.26) and (2.24), we have for any $\kappa>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\frac{1-\kappa}{1+\kappa} \frac{Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right)}{Z_{n}\left(t_{n}-t_{n}(0)\right)}<D_{n}<\frac{1+\kappa}{1-\kappa} \frac{Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right)}{Z_{n}\left(t_{n}-t_{n}(0)\right)}\right)=1 . \tag{2.25}
\end{equation*}
$$

Since both $Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right)$ and $Z_{n}\left(t_{n}-t_{n}(0)\right)$ satisfy (1.11) by Remark 2.3, the sequence $\left(D_{n}\right)_{n=1}^{\infty}$ is tight.

In particular, if $0 \in\left[a_{n}, b_{n}\right]$, either (2.22) or (2.25) holds true. Since $z_{n}=0$, we have that $D_{n} \rightarrow 1$ in probability as $n \rightarrow \infty$ in both cases.

Remark 2.6. From the proof of Corollary 1.2, we can obtain a more detailed description of the limiting behavior of $D_{n}$ as $n \rightarrow \infty$.
(1) In case 1 , the sequence $D_{n}$ converges to 1 in probability as $n \rightarrow \infty$.
(2) In case 2 , the sequence $D_{n} Z_{n}(0) / Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right)$ converges to 1 in probability as $n \rightarrow \infty$.
(3) In case 3 , the sequence $D_{n} Z_{n}\left(t_{n}-t_{n}(0)\right) / Z_{n}(0)$ converges to 1 in probability as $n \rightarrow \infty$.
(4) In case 4, the sequence $D_{n} Z_{n}\left(t_{n}-t_{n}(0)\right) / Z_{n}\left(t_{n}-t_{n}\left(z_{n}\right)\right)$ converges to 1 in probability as $n \rightarrow \infty$.

## 3. Proof of Propositions 1.3, 1.4, 2.1, and 2.2

In this section, we give the main arguments in the proofs of Propositions 1.3, 1.4, 2.1, and 2.2. We defer the proofs of several technical lemmas until Section 4 and the proof of the second moment estimates until Section 5 .
3.1. A review of results from Roberts and Schweinsberg (2021). In this subsection, we will collect some of the results in Roberts and Schweinsberg (2021) that will be used in the proofs. Suppose (1.10) and (1.11) hold.
3.1.1 Lemma 6.1 in Roberts and Schweinsberg (2021) shows that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} e^{-r^{3} / 3} \int_{0}^{\infty} e^{r\left(\gamma_{1}+z\right)} A i\left(\gamma_{1}+z\right) d z=1 \tag{3.1}
\end{equation*}
$$

Based on equations (6.5), (6.6) and Lemma 6.1 in Roberts and Schweinsberg (2021), for any $\eta>0$, there exists a constant $C_{5} \geq 2$ sufficiently large such that

$$
\begin{equation*}
\left(1-\frac{\eta}{2}\right) e^{C_{5}^{3} / 6} \leq \int_{0}^{\infty} e^{2^{-1 / 3} C_{5}\left(\gamma_{1}+y\right)} A i\left(\gamma_{1}+y\right) d y \leq(1+\eta) e^{C_{5}^{3} / 6} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{-C_{5}^{3} / 6} \frac{(1+\eta) \sqrt{2 \pi}}{A i^{\prime}\left(\gamma_{1}\right)^{2}} \int_{0}^{\infty} A i\left(\gamma_{1}+y\right) d y<\eta \tag{3.3}
\end{equation*}
$$

hold. Furthermore, there exists a constant $C_{6} \geq-2^{-1 / 3} \gamma_{1}$ sufficiently large such that

$$
\begin{equation*}
\int_{2^{1 / 3} C_{6}}^{\infty} e^{2^{-1 / 3} C_{5}\left(\gamma_{1}+y\right)} A i\left(\gamma_{1}+y\right) d y<\frac{\eta}{2} e^{C_{5}^{3} / 48} \tag{3.4}
\end{equation*}
$$

3.1.2 Fix $A \in \mathbb{R}$. Define

$$
\begin{equation*}
L_{n}^{A}=L_{n}-\frac{A}{\rho_{n}} \tag{3.5}
\end{equation*}
$$

Lemma 5.1 in Roberts and Schweinsberg (2021) proves that there exists a constant $C_{7}$ such that the probability that some particle that is to the right of $L_{n}^{A}$ at time 0 has a descendant alive in the population at time $C_{7} \rho_{n}^{-2}$ tends to 0 as $n \rightarrow \infty$. Moreover, according to the argument leading to (5.9) in Roberts and Schweinsberg (2021), for $t_{n} \ll \rho_{n} / \beta_{n}$, it follows that with probability tending to 1 as $n \rightarrow \infty$, no particle that hits $L_{n}^{A}$ before time $t_{n}-C_{7} \rho_{n}^{-2}$ has descendants alive at time $t_{n}$.
3.1.3 Consider the process in which particles are killed upon hitting $L_{n}$. If this process starts from a single particle at $x$, we denote the density of this process at time $t$ by $p_{t}^{L_{n}}(x, y)$. Lemma 2.5 in Roberts and Schweinsberg (2021) implies that if $x, y<L_{n}$ and

$$
\begin{equation*}
\left(2 \beta_{n}\right)^{1 / 6}\left(\left(L_{n}-x\right)^{1 / 2}+\left(L_{n}-y\right)^{1 / 2}\right)-2^{-1 / 3} \beta_{n}^{2 / 3} t_{n} \rightarrow-\infty \tag{3.6}
\end{equation*}
$$

then there exits a constant $C_{8}$ such that
$p_{t_{n}}^{L_{n}}(x, y) \leq C_{4} \beta_{n}^{1 / 3} e^{\rho_{n} x} A i\left(\left(2 \beta_{n}\right)^{1 / 3}\left(L_{n}-x\right)+\gamma_{1}\right) e^{-\rho_{n} y} A i\left(\left(2 \beta_{n}\right)^{1 / 3}\left(L_{n}-y\right)+\gamma_{1}\right)$.
Define

$$
\begin{equation*}
H_{n}(t)=L_{n}-\frac{\beta_{n} t^{2}}{9} \tag{3.8}
\end{equation*}
$$

Equation (5.5) in Roberts and Schweinsberg (2021) states that if $x \leq H_{n}\left(t_{n}\right), 0 \leq \zeta_{n} \leq$ $\beta_{n} t_{n} / 2$ and $\beta_{n}^{-2 / 3} \ll t_{n} \ll \rho_{n} / \beta_{n}$, then

$$
\begin{equation*}
\int_{-\infty}^{L_{n}} p_{t_{n}}^{L_{n}}(x, y) e^{\left(\rho_{n}-\zeta_{n}\right) y} d y \ll e^{\rho_{n} x} e^{-\beta_{n}^{2} t_{n}^{3} / 73} \tag{3.9}
\end{equation*}
$$

Equation (5.6) in Roberts and Schweinsberg (2021) states that if $x<L_{n}, 0 \leq \zeta_{n} \leq \beta_{n} t_{n} / 2$ and $\beta_{n}^{-2 / 3} \ll t_{n} \ll \rho_{n} / \beta_{n}$, then

$$
\begin{equation*}
\int_{-\infty}^{H_{n}\left(t_{n}\right)} p_{t_{n}}^{L_{n}}(x, y) e^{\left(\rho_{n}-\zeta_{n}\right) y} d y \ll e^{\rho_{n} x} e^{-\beta_{n}^{2} t_{n}^{3} / 73} \tag{3.10}
\end{equation*}
$$

3.1.4 Consider the process in which particles are killed upon hitting $K$. If the process starts with a single particle at $x<K$, we denote by $r_{x, n}^{K}(v)$ the rate at which particles hit $K$ at time $v$ and $r_{x, n}^{K}(u, t)$ the expected number of particles that are killed at $K$ between times $u$ and $t$. Then

$$
r_{x, n}^{K}(u, t)=\int_{u}^{t} r_{x, n}^{K}(v) d v
$$

If $K=L_{n}$, then by (6.29) in Roberts and Schweinsberg (2021), there exists a constant $C_{9}$ such that

$$
\begin{equation*}
r_{x, n}^{L_{n}}(v) \leq \frac{C_{9}\left(L_{n}-x\right)}{v^{3 / 2}} \exp \left(\rho_{n} x-\rho_{n} L_{n}-\frac{\left(L_{n}-x\right)^{2}}{2 v}-2^{-1 / 3} \beta_{n}^{2 / 3} \gamma_{1} v\right) \tag{3.11}
\end{equation*}
$$

Furthermore, for $K=L_{n}^{A}$, define $A_{-}=\max \{-A, 0\}$. By Lemma 2.13 in Roberts and Schweinsberg (2021), we have for all $x<L_{n}$ and $0 \leq u<t$,
$r_{x, n}^{L_{n}}(u, t) \lesssim e^{\rho_{n} x} e^{-\rho_{n} L_{n}^{A}} e^{-\beta_{n}^{2} u^{3} / 9}+\beta_{n}^{2 / 3}(t-u) e^{-\rho_{n} L_{n}^{A}} e^{\beta_{n} A_{-} / \rho_{n}} e^{\rho_{n} x} A i\left(\left(2 \beta_{n}\right)^{1 / 3}\left(L_{n}-x\right)+\gamma_{1}\right)$.
3.1.5 Suppose

$$
\begin{equation*}
\beta^{-2 / 3} \log ^{1 / 3}\left(\frac{\rho}{\beta^{1 / 3}}\right) \ll t_{n} \ll \frac{\rho_{n}}{\beta_{n}} \tag{3.12}
\end{equation*}
$$

Let $f: \mathbb{R} \rightarrow[0, \infty)$ be a bounded measurable function. Define

$$
\begin{equation*}
\Phi_{n}(f)=\sum_{i \in \mathcal{N}_{t_{n}, n}} e^{\rho X_{i, n}\left(t_{n}\right)} f\left(\left(2 \beta_{n}\right)^{1 / 3}\left(L_{n}-X_{i, n}\left(t_{n}\right)\right)\right) . \tag{3.14}
\end{equation*}
$$

According to (5.8) in Roberts and Schweinsberg (2021), we have for any $\kappa>0$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} P\left(\frac { 1 - \kappa } { A i ^ { \prime } ( \gamma _ { 1 } ) ^ { 2 } } \left(\int_{0}^{\infty}\right.\right. & \left.f(z) A i\left(\gamma_{1}+z\right)\right) Z_{n}(0)<\Phi_{n}(f) \\
& \left.<\frac{1+\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}}\left(\int_{0}^{\infty} f(z) A i\left(\gamma_{1}+z\right)\right) Z_{n}(0)\right)=1 \tag{3.15}
\end{align*}
$$

3.1.6 For $\beta_{n}^{-1 / 3} \ll x_{n} \ll \beta_{n}^{-1}$, consider the process started from a single particle at $x_{n}$. According to Lemma 2.14 in Roberts and Schweinsberg (2021), there is a positive constant $C_{10}$ such that for large enough $n$, the probability that the process survives until time $C_{10} /\left(\beta_{n} x_{n}\right)$ is bounded above by $2 \beta_{n} x_{n} / \alpha$. Here, $\alpha$ is the constant appearing in assumption (1.4).
3.2. Notation. Here we introduce one more piece of notation which will be used throughout the rest of this paper. Recall that $c_{0, n}=z_{n} / L_{n}^{*}$. We denote

$$
\begin{equation*}
c_{n}=\sqrt{1-c_{0, n}} . \tag{3.16}
\end{equation*}
$$

We can now write

$$
\begin{equation*}
t_{n}\left(z_{n}\right)=\frac{c_{n} \rho_{n}}{\beta_{n}}, \quad L_{n}^{*}-z_{n}=\frac{c_{n}^{2} \rho_{n}^{2}}{2 \beta_{n}} \tag{3.17}
\end{equation*}
$$

The notation $c_{0, n}$ and $c_{n}$ will be useful in simplifying expressions involving $z_{n}, L_{n}^{*}-z_{n}$ and $t_{n}\left(z_{n}\right)$. Therefore, we list some of the most useful formulas involving $c_{0, n}$ and $c_{n}$ below. We see that for $z_{n} \in\left(L_{n}^{\dagger}, L_{n}^{*}\right)$,

$$
\begin{equation*}
-\frac{5}{4}<c_{0, n}<1, \quad 0<c_{n}<\frac{3}{2} \tag{3.18}
\end{equation*}
$$

We also have the following equivalent asymptotic expressions:

$$
\begin{gather*}
\left|1-c_{n}\right|=\frac{\left|c_{0, n}\right|}{1+c_{n}} \asymp\left|c_{0, n}\right|,  \tag{3.19}\\
\left|z_{n}\right| \gtrsim \sqrt{\frac{\rho_{n}}{\beta_{n}}} \Longleftrightarrow\left|c_{0, n}\right| \gtrsim \frac{\beta_{n}^{1 / 2}}{\rho_{n}^{3 / 2}},  \tag{3.20}\\
L_{n}^{*}-z_{n} \gg \frac{1}{\beta_{n}^{1 / 3}} \Longleftrightarrow c_{n} \gg \frac{\beta_{n}^{1 / 3}}{\rho_{n}},  \tag{3.21}\\
z_{n}-L_{n}^{\dagger} \gg \frac{1}{\beta_{n}^{1 / 3}} \Longleftrightarrow c_{0, n}+\frac{5}{4} \gg \frac{\beta_{n}^{2 / 3}}{\rho_{n}^{2}} \Longleftrightarrow \frac{9}{4}-c_{n}^{2} \gg \frac{\beta_{n}^{2 / 3}}{\rho_{n}^{2}} \Longleftrightarrow \frac{3}{2}-c_{n} \gg \frac{\beta_{n}^{2 / 3}}{\rho_{n}^{2}}
\end{gather*}
$$

Moreover, if $\left|z_{n}\right| \gtrsim \sqrt{\rho_{n} / \beta_{n}}$ and $z_{n}$ satisfies assumption (1.19), then

$$
\begin{equation*}
\left|c_{n} c_{0, n}\right| \gtrsim \frac{\beta_{n}^{1 / 2}}{\rho_{n}^{3 / 2}} \tag{3.22}
\end{equation*}
$$

Also if $\left|z_{n}\right| \ll \sqrt{\rho_{n} / \beta_{n}}$, then

$$
\begin{equation*}
c_{n} \asymp 1, \quad\left|c_{0, n}\right| \ll \frac{\beta_{n}^{1 / 2}}{\rho_{n}^{3 / 2}} \tag{3.23}
\end{equation*}
$$

Table 3.2 might be helpful in keeping track of the asymptotic behavior of $c_{0, n}$ and $c_{n}$.
TABLE 3.2. Asymptotic behavior of $c_{0, n}$ and $c_{n}$ for different values of $z_{n}$

| $z_{n}$ | $c_{0, n}$ | $c_{n}$ | Other |
| :---: | :---: | :---: | :---: |
| $\left\|z_{n}\right\| \ll \sqrt{\rho_{n} / \beta_{n}}$ | $\left\|c_{0, n}\right\| \ll \beta_{n}^{1 / 2} / \rho_{n}^{3 / 2}$ | $c_{n} \asymp 1$ |  |
| $z_{n} \gtrsim \sqrt{\rho_{n} / \beta_{n}}, L_{n}^{*}-z_{n} \gg \beta_{n}^{-1 / 3}$ | $c_{0, n} \gtrsim \beta_{n}^{1 / 2} / \rho_{n}^{3 / 2}$ | $\beta_{n}^{1 / 3} / \rho_{n} \ll c_{n} \leq 1$ | $c_{n} c_{0, n} \gtrsim \beta_{n}^{1 / 2} / \rho_{n}^{3 / 2}$ |
| $-z_{n} \gtrsim \sqrt{\rho_{n} / \beta_{n}}, z_{n}-L_{n}^{\dagger} \gg \beta_{n}^{-1 / 3}$ | $\left\|c_{0, n}\right\| \gtrsim \beta_{n}^{1 / 2} / \rho_{n}^{3 / 2}$ | $3 / 2-c_{n} \gg \beta_{n}^{2 / 3} / \rho_{n}^{2}$ | $\left\|c_{n} c_{0, n}\right\| \gtrsim \beta_{n}^{1 / 2} / \rho_{n}^{3 / 2}$ |

In the rest of this paper, to lighten the burden of notation, we will usually omit the subscript $n$ in the notation. For example, we will write $\beta$ in place of $\beta_{n}, \rho$ in place of $\rho_{n}, z$ in place of $z_{n}, g(z)$ in place of $g_{n}\left(z_{n}\right), Z(t)$ in place of $Z_{n}\left(t_{n}\right)$, and $L^{*}$ in place of $L_{n}^{*}$. However, it is important to keep in mind that these quantities do depend on $n$.
3.3. Proof of Proposition 2.1. In this subsection, we will prove Proposition 2.1 using first and second moment estimates. First, we have the following lemma which shows that $y \in[z-l, z+l]$ satisfies the restriction (1.19) with $y$ in place of $z$.
Lemma 3.1. For every $z$ satisfying (1.19), (2.1) and (2.2), choose $l$ according to (2.4). For all $y \in[z-l, z+l]$, we have

$$
\begin{equation*}
L^{*}-y \gg \beta^{-1 / 3} \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
y-L^{\dagger} \gg \beta^{-1 / 3} \tag{3.25}
\end{equation*}
$$

Next, we have the following lemmas which control the difference between $t(z)$ and $t(y)$, and $g(z)$ and $g(y)$ for $y \in[z-l, z+l]$.
Lemma 3.2. For every $z$ satisfying (1.19), (2.1) and (2.2), choose laccording to (2.4). For all $y \in[z-l, z+l]$, we have

$$
\begin{equation*}
|t(y)-t(z)|=o\left(\beta^{-2 / 3}\right) \tag{3.26}
\end{equation*}
$$

Moreover, uniformly for all $y \in[z-l, z+l]$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{t(y)}{t(z)}=1 \tag{3.27}
\end{equation*}
$$

Lemma 3.3. For every $z$ satisfying (1.19), (2.1) and (2.2), choose l according to (2.4). Then for all $y \in[z-l, z+l]$, we have

$$
\begin{equation*}
|g(y)-g(z)| \lesssim 1 \tag{3.28}
\end{equation*}
$$

The following lemma controls the first moment.
Lemma 3.4. For every $z$ satisfying (1.19), (2.1) and (2.2), choose $l$ according to (2.4). Let $s \geq 0$ and

$$
t=t(z)-s, \quad x=L^{*}-w, \quad s_{y}=t(y)-t(z)+s
$$

For all $w \in \mathbb{R}, s<t(z)$ and $y \in \mathbb{R}$,

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{1}{\sqrt{2 \pi t}} \exp \left(g(y)-\rho w+\beta w s_{y}-\frac{\beta^{2}}{6} s_{y}^{3}\right) \tag{3.29}
\end{equation*}
$$

Furthermore, if $s \asymp \beta^{-2 / 3}$, then for all $|w| \lesssim \beta^{-1 / 3}$ and $y \in[z-l, z+l]$,

$$
\begin{equation*}
p_{t}(x, y)=\frac{1}{\sqrt{2 \pi t}} \exp \left(g(y)-\rho w+\beta w s_{y}-\frac{\beta^{2}}{6} s_{y}^{3}+o(1)\right) \tag{3.30}
\end{equation*}
$$

A key step in the proof of Proposition 2.1 is the following second moment estimate. Note that it is rare for a particle to drift to the right of $L$ but once it does so, it will generate a large number of descendants in the interval $\mathcal{I}$ at time $t$, which ruins the second moment argument. Therefore, we need to consider a truncated second moment estimate where particles are killed at $L$. For this process, we denote by $N_{t}^{L}(\mathcal{I})$ the number of particles in the interval $\mathcal{I}$ at time $t$.

Lemma 3.5. Consider the process which starts from a single particle at $x$ such that $0 \leq L-x \lesssim$ $\beta^{-1 / 3}$. For every $z$ satisfying (1.19), (2.1) and (2.2), choosel according to (2.4). Consider intervals $\mathcal{I}$ defined in (2.5). Suppose

$$
s \asymp \beta^{-2 / 3}, \quad t=t(z)-s
$$

Then for the process in which particles are killed upon hitting $L$, we have

$$
E\left[N_{t}^{L}(\mathcal{I})^{2}\right] \lesssim \frac{\beta^{2 / 3}}{\rho^{4}} e^{\rho x+\rho L-2 \rho L^{*}}\left(\int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)^{2}
$$

To prove Proposition 2.1, we need one more technical lemma. Let $\eta>0$. Choose constants $C_{5} \geq 2$ and $C_{6} \geq-2^{-1 / 3} \gamma_{1}$ such that (3.2)-(3.4) hold. Then, $C_{5}$ and $C_{6}$ satisfy

$$
\begin{equation*}
(1-\eta) e^{C_{5}^{3} / 6} \leq \int_{0}^{2^{1 / 3} C_{6}} e^{2^{-1 / 3} C_{5}\left(\gamma_{1}+y\right)} A i\left(\gamma_{1}+y\right) d y \leq(1+\eta) e^{C_{5}^{3} / 6} \tag{3.31}
\end{equation*}
$$

The next lemma is a slight generalization of Lemma 6.2 in Roberts and Schweinsberg (2021).
Lemma 3.6. Suppose (1.10) and (1.11) hold. Let $\eta>0$, and choose positive constants $C_{5}$ and $C_{6}$ such that (3.2)-(3.4) and (3.31) hold. Let $s=C_{5} \beta^{-2 / 3}$ and $u=t-t(z)+s$ for all $z$. If

$$
\begin{equation*}
\beta^{-2 / 3} \log ^{1 / 3}\left(\frac{\rho}{\beta^{1 / 3}}\right) \ll u \ll \frac{\rho}{\beta} \tag{3.32}
\end{equation*}
$$

then

$$
\begin{array}{r}
\lim _{n \rightarrow \infty} P\left(\frac{1-2 \eta}{A i^{\prime}\left(\gamma_{1}\right)^{2}} Z(0) \leq \exp \left(\frac{\rho^{2} s}{2}-\frac{\beta^{2} s^{3}}{6}\right) \sum_{j \in \mathcal{N}_{u}} e^{(\rho-\beta s) X_{j}(u)} 1_{\left\{L-C_{6} \beta^{-1 / 3}<X_{j}(u)<L\right\}}\right. \\
\left.\leq \frac{1+2 \eta}{A i^{\prime}\left(\gamma_{1}\right)^{2}} Z(0)\right)=1 \tag{3.33}
\end{array}
$$

Moreover, for every $z$ satisfying (1.19), (2.1) and (2.2), choose $l$ according to (2.4). For every $y \in[z-l, z+l]$, let $s_{y}=t(y)-t(z)+s$ and

$$
\begin{equation*}
\Gamma_{y}=\exp \left(\frac{\rho^{2} s_{y}}{2}-\frac{\beta^{2} s_{y}^{3}}{6}\right) \sum_{j \in \mathcal{N}_{u}} e^{\left(\rho-\beta s_{y}\right) X_{j}(u)} 1_{\left\{L-C_{6} \beta^{-1 / 3}<X_{j}(u)<L\right\}} \tag{3.34}
\end{equation*}
$$

If (3.32) holds, then uniformly for all $y \in[z-l, z+l]$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\frac{1-3 \eta}{A i^{\prime}\left(\gamma_{1}\right)^{2}} Z(0) \leq \Gamma_{y} \leq \frac{1+3 \eta}{A i^{\prime}\left(\gamma_{1}\right)^{2}} Z(0)\right)=1 \tag{3.35}
\end{equation*}
$$

Lemmas 3.2, 3.4 and 3.6 will be proved in Section 4. Since the proof of Lemma 3.5 is rather technical and tedious, we defer it until Section 5. With the help of the above lemmas, we will follow the same strategy as the proof of Proposition 2.2 of Roberts and Schweinsberg (2021) to prove Proposition 2.1.

Proof of Proposition 2.1. Let

$$
\begin{equation*}
s=C_{5} \beta^{-2 / 3}, \quad u=t-t(z)+s . \tag{3.36}
\end{equation*}
$$

By (1.21), we have $t-t(z)<u<t$ for $n$ sufficiently large. For all $y \in \mathcal{I}$, denote

$$
s_{y}=t(y)-t(z)+s
$$

By Lemma 3.2, for all $y \in \mathcal{I}$, we see that $s_{y}=\left(C_{5} \pm o(1)\right) \beta^{-2 / 3}$ or equivalently, uniformly for all $y \in \mathcal{I}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \beta^{2 / 3} s_{y}=C_{5} \tag{3.37}
\end{equation*}
$$

Figure 3.3 might be helpful for keeping track of notation.


Figure 3.3. Notation when $z>0$
Recall that $H(u)=L-\beta u^{2} / 9$ by (3.8). For a particle $i \in \mathcal{N}_{t}$, recall that $\left\{X_{i}(v), 0 \leq v \leq t\right\}$ denotes its past trajectory. Define

$$
\begin{aligned}
& S_{1}=\left\{i \in \mathcal{N}_{t}: X_{i}(u) \leq H(u), X_{i}(v)<L \text { for all } v \in[0, u]\right\}, \\
& S_{2}=\left\{i \in \mathcal{N}_{t}: H(u)<X_{i}(u) \leq L-C_{6} \beta^{-1 / 3}, X_{i}(v)<L \text { for all } v \in[0, u]\right\}, \\
& S_{3}=\left\{i \in \mathcal{N}_{t}: L-C_{6} \beta^{-1 / 3}<X_{i}(u)<L, X_{i}(v)>L \text { for some } v \in(u, t)\right\}, \\
& S_{4}=\left\{i \in \mathcal{N}_{t}: L-C_{6} \beta^{-1 / 3}<X_{i}(u)<L, X_{i}(v) \leq L \text { for all } v \in(u, t)\right\}, \\
& S_{5}=\mathcal{N}_{t} \backslash\left(S_{1} \cup S_{2} \cup S_{3} \cup S_{4}\right) .
\end{aligned}
$$

For $j=1, \ldots, 5$, write

$$
\Theta_{j}=\sum_{i \in S_{j}} 1_{\left\{X_{i}(t) \in \mathcal{I}\right\}} .
$$

Then

$$
N_{t}(\mathcal{I})=\sum_{j=1}^{5} \Theta_{j} .
$$

We are going to show that the major contribution comes from $\Theta_{4}$, and $\Theta_{4}$ is concentrated around its mean. Define $\left(\mathcal{F}_{t}, t \geq 0\right)$ to be the natural filtration associated with the branching Brownian motion process.

Let us first consider $\Theta_{1}$. By inequality (3.29) and Tonelli's theorem, we have

$$
\begin{align*}
E\left[\Theta_{1} \mid \mathcal{F}_{u}\right]= & \sum_{j \in \mathcal{N}_{u}} \int_{\mathcal{I}} p_{t-u}\left(X_{j}(u), y\right) 1_{\left\{\forall v \in[0, u], X_{j}(v)<L\right\}} 1_{\left\{X_{j}(u) \leq H(u)\right\}} d y \\
\leq & \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi(t-u)}} \exp \left(g(y)-\rho L^{*}+\frac{\rho^{2} s_{y}}{2}-\frac{\beta^{2} s_{y}^{3}}{6}\right) \\
& \times \sum_{j \in \mathcal{N}_{u}} e^{\left(\rho-\beta s_{y}\right) X_{j}(u)} 1_{\left\{\forall v \in[0, u], X_{j}(v)<L\right\}} 1_{\left\{X_{j}(u) \leq H(u)\right\}} d y \tag{3.38}
\end{align*}
$$

We denote by $H_{1}$ the summation on the last line of (3.38). By (2.6), we have $\beta^{-2 / 3} \ll u \ll \rho / \beta$. Furthermore, by equation (3.26), we see that $0 \leq \beta s_{y} \ll \beta u$ for all $y \in \mathcal{I}$. Therefore, by (3.10), we have for all $y \in \mathcal{I}$,

$$
\begin{equation*}
E\left[H_{1} \mid \mathcal{F}_{0}\right] \ll e^{-\beta^{2} u^{3} / 73} Y(0) \tag{3.39}
\end{equation*}
$$

Since $t-u=t(z)-s \gg \beta^{-2 / 3}$, equation (3.27) implies that uniformly for all $y \in \mathcal{I}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{t(y)}{t-u}=1 \tag{3.40}
\end{equation*}
$$

Also, for all $y \in \mathcal{I}$, we see from (2.6) that

$$
\begin{equation*}
\rho^{2} s_{y} / 2 \ll \beta^{2} u^{3} \tag{3.41}
\end{equation*}
$$

Thus, from (3.38)-(3.41), we have

$$
E\left[\Theta_{1} \mid \mathcal{F}_{0}\right] \ll e^{-\rho L^{*}-\beta^{2} u^{3} / 74} Y(0) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y
$$

Then by the conditional Markov's inequality, we can deduce that for any $\eta>0$, if $n$ is sufficiently large,

$$
P\left(\left.\Theta_{1}>\eta e^{-\rho L^{*}} Z(0) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \right\rvert\, \mathcal{F}_{0}\right) \leq \frac{Y(0)}{\eta Z(0)} e^{-\beta^{2} u^{3} / 74}
$$

Based on assumptions (1.10) and (1.11), we have that for any $\eta>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\Theta_{1}>\eta e^{-\rho L^{*}} Z(0) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)=0 \tag{3.42}
\end{equation*}
$$

We next consider $\Theta_{2}$. By (3.29) and Tonelli's theorem again, we get

$$
\begin{align*}
E\left[\Theta_{2} \mid \mathcal{F}_{0}\right] \leq \int_{\mathcal{I}} & \frac{1}{\sqrt{2 \pi(t-u)}} \exp \left(g(y)-\rho L^{*}+\frac{\rho^{2} s_{y}}{2}-\frac{\beta^{2} s_{y}^{3}}{6}\right) \\
& \times E\left[\sum_{j \in \mathcal{N}_{u}} e^{\left(\rho-\beta s_{y}\right) X_{j}(u)} 1_{\left\{\forall v \in[0, u], X_{j}(v)<L\right\}} 1_{\left\{H(u)<X_{j}(u) \leq L-C_{6} \beta^{-1 / 3}\right\}} \mid \mathcal{F}_{0}\right] d y \tag{3.43}
\end{align*}
$$

We can separate the expectation in the integrand into two parts by writing

$$
\begin{align*}
& E\left[\sum_{j \in \mathcal{N}_{u}} e^{\left(\rho-\beta s_{y}\right) X_{j}(u)} 1_{\left\{\forall v \in[0, u], X_{j}(v)<L\right\}} 1_{\left\{H(u)<X_{j}(u) \leq L-C_{6} \beta^{-1 / 3}\right\}} \mid \mathcal{F}_{0}\right] \\
& \quad=E\left[\sum_{j \in \mathcal{N}_{u}} e^{\left(\rho-\beta s_{y}\right) X_{j}(u)} 1_{\left\{\forall v \in[0, u], X_{j}(v)<L\right\}} 1_{\left\{X_{j}(0) \leq H(u)\right\}} 1_{\left\{H(u)<X_{j}(u) \leq L-C_{6} \beta^{-1 / 3}\right\}} \mid \mathcal{F}_{0}\right] \\
& \quad+E\left[\sum_{j \in \mathcal{N}_{u}} e^{\left(\rho-\beta s_{y}\right) X_{j}(u)} 1_{\left\{\forall v \in[0, u], X_{j}(v)<L\right\}} 1_{\left\{H(u)<X_{j}(0)<L\right\}} 1_{\left\{H(u)<X_{j}(u) \leq L-C_{6} \beta^{-1 / 3}\right\}} \mid \mathcal{F}_{0}\right] \\
& \quad=: E\left[H_{2} \mid \mathcal{F}_{0}\right]+E\left[H_{3} \mid \mathcal{F}_{0}\right] . \tag{3.44}
\end{align*}
$$

Note that when $H(u)<x<L$ and $H(u)<y<L-C_{6} \beta^{-1 / 3}$,

$$
(2 \beta)^{1 / 6}\left((L-x)^{1 / 2}+(L-y)^{1 / 2}\right) \leq(2 \beta)^{1 / 6} \cdot 2 \cdot(L-H(u))^{1 / 2}=2^{7 / 6} 3^{-1} \beta^{2 / 3} u
$$

Since $2^{7 / 6} 3^{-1}<2^{-1 / 3}$ and $\beta^{2 / 3} u \gg 1$, equation (3.6) is satisfied. Thus, in (3.44), we can upper bound the first expectation by (3.9) and upper bound the second expectation by (3.7). We have that for all $y \in \mathcal{I}$,

$$
\begin{equation*}
E\left[H_{2}+H_{3} \mid \mathcal{F}_{0}\right] \leq e^{-\beta^{2} u^{3} / 73} Y(0)+C_{8} Z(0) \int_{H(u)}^{L-C_{6} \beta^{-1 / 3}} e^{-\beta s_{y} v} \beta^{1 / 3} A i\left((2 \beta)^{1 / 3}(L-v)+\gamma_{1}\right) d v \tag{3.45}
\end{equation*}
$$

Substituting $v$ with $L-(2 \beta)^{-1 / 3} r$, by (3.4) and (3.37), we have for $n$ sufficiently large, for all $y \in \mathcal{I}$,

$$
\begin{align*}
& \int_{H(u)}^{L-C_{6} \beta^{-1 / 3}} e^{-\beta s_{y} v} \beta^{1 / 3} A i\left((2 \beta)^{1 / 3}(L-v)+\gamma_{1}\right) d v \\
& \quad \leq 2^{-1 / 3} e^{-\rho^{2} s_{y} / 2} \int_{2^{1 / 3} C_{6}}^{\infty} e^{2^{-1 / 3} \beta^{2 / 3} s_{y}\left(\gamma_{1}+r\right)} A i\left(\gamma_{1}+r\right) d r \\
& \quad \leq(1+\eta) 2^{-1 / 3} e^{-\rho^{2} s_{y} / 2} \int_{2^{1 / 3} C_{6}}^{\infty} e^{2^{-1 / 3} C_{5}\left(\gamma_{1}+r\right)} A i\left(\gamma_{1}+r\right) d r \\
& \quad \leq(1+\eta) 2^{-1 / 3} e^{-\rho^{2} s_{y} / 2} \frac{\eta}{2} e^{C_{5}^{3} / 48} \tag{3.46}
\end{align*}
$$

Combining the above formula with (3.43) and (3.45), we have

$$
\begin{aligned}
E\left[\Theta_{2} \mid \mathcal{F}_{0}\right] \leq & e^{-\beta^{2} u^{3} / 73} Y(0) e^{-\rho L^{*}} \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi(t-u)}} \exp \left(g(y)+\frac{\rho^{2} s_{y}}{2}-\frac{\beta^{2} s_{y}^{3}}{6}\right) d y \\
& +\frac{C_{8} \eta(1+\eta)}{2^{4 / 3}} Z(0) e^{-\rho L^{*}} \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi(t-u)}} \exp \left(g(y)-\frac{\beta^{2} s_{y}^{3}}{6}+\frac{C_{5}^{3}}{48}\right) d y
\end{aligned}
$$

By (3.41), if $n$ is sufficiently large, then for all $y \in \mathcal{I}$,

$$
\begin{equation*}
\frac{\rho^{2} s_{y}}{2}-\frac{\beta^{2} u^{3}}{73} \leq-\frac{\beta^{2} u^{3}}{74} \tag{3.47}
\end{equation*}
$$

Also note that for $n$ large enough, $\beta^{2} s_{y}^{3} / 6 \geq C_{5}^{3} / 48$ for all $y \in \mathcal{I}$. Then by (3.40), we obtain that for $n$ sufficiently large

$$
E\left[\Theta_{2} \mid \mathcal{F}_{0}\right] \leq\left(e^{-\beta^{2} u^{3} / 74} Y(0)+\frac{C_{8} \eta(1+\eta)}{2^{4 / 3}} Z(0)\right) e^{-\rho L^{*}} \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y
$$

By (2.6), we have $u \gg \rho^{2 / 3} / \beta^{8 / 9}$, and therefore (1.10) and (1.11) imply that $e^{-\beta^{2} u^{3} / 74} Y(0) / Z(0) \rightarrow_{p}$ 0 . Thus, by the conditional Markov's inequality,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} P\left(\Theta_{2}>\eta^{1 / 2} e^{-\rho L^{*}} Z(0) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right) \leq \frac{C_{8} \eta^{1 / 2}(1+\eta)}{2^{4 / 3}} \tag{3.48}
\end{equation*}
$$

We now consider $\Theta_{3}$ and $\Theta_{4}$. According to (3.30), (3.40) and Tonelli's theorem, there is a sequence of $\mathcal{F}_{u}$-measurable random variables $\left\{\theta_{n}\right\}_{n=1}^{\infty}$ which converges uniformly to 0 as $n$ goes to infinity such that

$$
\begin{aligned}
E\left[\Theta_{3}+\Theta_{4} \mid \mathcal{F}_{u}\right]= & \left(1+\theta_{n}\right) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} \exp \left(g(y)-\rho L^{*}+\frac{\rho^{2} s_{y}}{2}-\frac{\beta^{2} s_{y}^{3}}{6}\right) \\
& \times \sum_{j \in \mathcal{N}_{u}} e^{\left(\rho-\beta s_{y}\right) X_{j}(u)} 1_{\left\{L-C_{6} \beta^{-1 / 3}<X_{j}(u)<L\right\}} d y
\end{aligned}
$$

We can deduce from (3.35) that

$$
\begin{align*}
\lim _{n \rightarrow \infty} P\left(\frac{1-4 \eta}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho L^{*}} Z(0)\right. & \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \leq E\left[\Theta_{3}+\Theta_{4} \mid \mathcal{F}_{u}\right] \\
& \left.\leq \frac{1+4 \eta}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho L^{*}} Z(0) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)=1 \tag{3.49}
\end{align*}
$$

Next, we will estimate $\Theta_{3}$ and $\Theta_{4}$ individually. Note that $\Theta_{3}$ accounts for particles that reach $L$ between times $u$ and $t$ and then drift back to $\mathcal{I}$. Consider a process which starts from a single particle at $L-C_{6} \beta^{-1 / 3}<x<L$. Suppose we kill particles upon hitting $L$. For $v \in[0, t-u]$, recall $r_{x}^{L}(v)$ is the rate at which particles hit $L$ at time $v$. We further denote by $m^{z}(v)$ the expected number of descendants in $\mathcal{I}$ at time $t$ of a particle that reaches $L$ at time $u+v$. Consider the process in which there is one particle at $x$ at time $u$ without killing. Then the expected number of particles in $\mathcal{I}$ at time $t$ whose trajectories cross $L$ between times $u$ and $t$ is

$$
\int_{0}^{t-u} r_{x}^{L}(v) m^{z}(v) d v
$$

From the definition of $m^{z}(v)$, we have

$$
m^{z}(v)=\int_{\mathcal{I}} p_{t-u-v}(L, y) d y
$$

Setting $w=(2 \beta)^{-1 / 3} \gamma_{1}$ and substituting $s+v$ in place of $s$ in equation (3.29), we have

$$
\begin{align*}
m^{z}(v) \leq & \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi(t-u-v)}} \exp \left(g(y)-\rho(2 \beta)^{-1 / 3} \gamma_{1}+\beta(2 \beta)^{-1 / 3} \gamma_{1}(t(y)-(t-u-v))\right. \\
& \left.-\frac{\beta^{2}}{6}(t(y)-(t-u-v))^{3}\right) d y \tag{3.50}
\end{align*}
$$

Note that $t(y)-(t-u-v)=s_{y}+v$. Combining (3.50) with (3.11), we have

$$
\begin{aligned}
r_{x}^{L}(v) m^{z}(v) \leq & \frac{C_{9}(L-x)}{v^{3 / 2}} \frac{1}{\sqrt{2 \pi(t-u-v)}} \int_{\mathcal{I}} \exp \left(\rho x-\rho L^{*}-\frac{(L-x)^{2}}{2 v}+g(y)\right. \\
& \left.+2^{-1 / 3} \beta^{2 / 3} \gamma_{1} s_{y}-\frac{\beta^{2}}{6}\left(s_{y}+v\right)^{3}\right) d y
\end{aligned}
$$

We are going to deal with the terms involving $s_{y}$ by using an argument similar to the one leading to (3.46). Notice that $\left(s_{y}+v\right)^{3} \geq s_{y}^{3}$. By (3.37), the dominated convergence theorem and Tonelli's
theorem, for $n$ large enough, we obtain

$$
\begin{align*}
& \int_{0}^{t-u} r_{x}^{L}(v) m^{z}(v) d v \\
& \leq \frac{C_{9}(1+\eta)}{\sqrt{2 \pi}} \exp \left(\rho x-\rho L^{*}+2^{-1 / 3} \beta^{2 / 3} \gamma_{1} s-\frac{\beta^{2} s^{3}}{6}\right) \int_{\mathcal{I}} e^{g(y)} \\
& \quad \times\left(\int_{0}^{(t-u) / 2} \frac{L-x}{v^{3 / 2}} \frac{1}{\sqrt{(t-u-v)}} \exp \left(-\frac{(L-x)^{2}}{2 v}\right) d v+\int_{(t-u) / 2}^{t-u} \frac{L-x}{v^{3 / 2}} \frac{1}{\sqrt{t-u-v}} d v\right) . \tag{3.51}
\end{align*}
$$

Lemma 4.1 in Roberts and Schweinsberg (2021) states that for $a>0$ and $b>0$,

$$
\int_{0}^{\infty} \frac{1}{v^{3 / 2}} e^{-b^{2} / a v} d v=\frac{\sqrt{\pi a}}{b}
$$

Thus we have

$$
\begin{align*}
\int_{0}^{(t-u) / 2} \frac{L-x}{v^{3 / 2}} \frac{1}{\sqrt{(t-u-v)}} \exp \left(-\frac{(L-x)^{2}}{2 v}\right) d v & \leq \sqrt{\frac{2}{t-u}} \int_{0}^{\infty} \frac{L-x}{v^{3 / 2}} \exp \left(-\frac{(L-x)^{2}}{2 v}\right) d v \\
& =\frac{2 \sqrt{\pi}}{\sqrt{t-u}} \tag{3.52}
\end{align*}
$$

Noticing that $L-x \leq C_{6} \beta^{-1 / 3} \ll \sqrt{t-u}$, we see that for $n$ sufficiently large

$$
\begin{equation*}
\int_{(t-u) / 2}^{t-u} \frac{L-x}{v^{3 / 2} \sqrt{t-u-v}} d v \leq \frac{2^{3 / 2}(L-x)}{(t-u)^{3 / 2}} \int_{(t-u) / 2}^{t-u} \frac{1}{\sqrt{t-u-v}} d v=\frac{4(L-x)}{t-u} \leq \frac{1}{\sqrt{t-u}} \tag{3.53}
\end{equation*}
$$

By equations (3.40), (3.51), (3.52) and (3.53), since $\gamma_{1}<0$, we have for $n$ large enough,

$$
\begin{aligned}
& \int_{0}^{t-u} r_{x}^{L}(v) m^{z}(v) d v \\
& \quad \leq(2 \sqrt{\pi}+1) C_{9}(1+\eta) \exp \left(\rho x-\rho L^{*}+2^{-1 / 3} \beta^{2 / 3} \gamma_{1} s-\frac{\beta^{2} s^{3}}{6}\right) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \\
& \quad \leq(2 \sqrt{\pi}+1) C_{9}(1+\eta) \exp \left(\rho x-\rho L^{*}-\frac{\beta^{2} s^{3}}{6}\right) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y
\end{aligned}
$$

Summing over all particles at time $u$, we have for $n$ large enough

$$
\begin{equation*}
E\left[\Theta_{3} \mid \mathcal{F}_{u}\right] \leq(2 \sqrt{\pi}+1) C_{9}(1+\eta) Y(u) \exp \left(-\rho L^{*}-\frac{\beta^{2} s^{3}}{6}\right) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \tag{3.54}
\end{equation*}
$$

Furthermore, equation (6.31) in Roberts and Schweinsberg (2021) states that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(Y_{n}(u)<\frac{1+\eta}{A i^{\prime}\left(\gamma_{1}\right)^{2}} Z_{n}(0) \int_{0}^{\infty} A i\left(\gamma_{1}+z\right) d z\right)=1 \tag{3.55}
\end{equation*}
$$

Recall that $s=C_{5} \beta^{-2 / 3}$. Combining (3.54) with (3.3) and (3.55), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(E\left[\Theta_{3} \mid \mathcal{F}_{u}\right] \geq\left(\sqrt{2}+\frac{1}{\sqrt{2 \pi}}\right) C_{9} \eta(1+\eta) e^{-\rho L^{*}} Z(0) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)=0 \tag{3.56}
\end{equation*}
$$

By the conditional Markov's inequality,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} P\left(\Theta_{3}>\eta^{1 / 2} e^{-\rho L^{*}} Z(0) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t_{y}}} e^{g(y)} d y\right) \leq\left(\sqrt{2}+\frac{1}{\sqrt{2 \pi}}\right) C_{9} \eta^{1 / 2}(1+\eta) \tag{3.57}
\end{equation*}
$$

Next, we are going to show that $\Theta_{4}$ is concentrated around its mean. By (3.49) and (3.56), letting

$$
C(\eta)=4 \eta+\left(\sqrt{2}+\frac{1}{\sqrt{2 \pi}}\right) C_{9} \eta(1+\eta) A i^{\prime}\left(\gamma_{1}\right)^{2}
$$

we see that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(E\left[\Theta_{4} \mid \mathcal{F}_{u}\right] \geq \frac{1-C(\eta)}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho L^{*}} Z(0) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)=1 \tag{3.58}
\end{equation*}
$$

Considering the process in which particles are killed upon hitting $L$, we can bound the conditional variance of $\Theta_{4}$ by Lemma 3.5. We get

$$
\begin{aligned}
\operatorname{Var}\left(\Theta_{4} \mid \mathcal{F}_{u}\right) & \leq \sum_{j \in \mathcal{N}_{u}} E_{X_{j}(u)}\left[N_{t}^{L}(\mathcal{I})^{2}\right] 1_{\left\{L-C_{6} \beta^{-1 / 3}<X_{j}(u)<L\right\}} \\
& \lesssim \sum_{j \in \mathcal{N}_{u}} \frac{\beta^{2 / 3}}{\rho^{4}} e^{\rho X_{i}(u)+\rho L-2 \rho L^{*}}\left(\int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)^{2} 1_{\left\{L-C_{6} \beta^{-1 / 3}<X_{j}(u)<L\right\}} \\
& \leq \frac{\beta^{2 / 3}}{\rho^{4}} e^{-2 \rho L^{*}+\rho L} Y(u)\left(\int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)^{2}
\end{aligned}
$$

Then by Chebyshev's inequality,

$$
\begin{equation*}
P\left(\left.\left|\Theta_{4}-E\left[\Theta_{4} \mid \mathcal{F}_{u}\right]\right|>\eta e^{-\rho L^{*}} Z(0) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \right\rvert\, \mathcal{F}_{u}\right) \leq \frac{\beta^{2 / 3} e^{\rho L}}{\eta^{2} \rho^{4}} \frac{Y(u)}{Z(0)^{2}} \tag{3.59}
\end{equation*}
$$

On account of (1.11) and (3.55), as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{\beta^{2 / 3} e^{\rho L}}{\rho^{4}} \frac{Y(u)}{Z(0)^{2}} \rightarrow_{p} 0 \tag{3.60}
\end{equation*}
$$

As a result, by equations (3.49), (3.58), (3.59) and (3.60), we obtain

$$
\begin{align*}
& \lim _{n \rightarrow \infty} P\left(\left|\Theta_{4}-\frac{1}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho L^{*}} Z(0) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right|\right. \\
&\left.\leq\left(\eta+\frac{C(\eta)}{A i^{\prime}\left(\gamma_{1}\right)^{2}}\right) e^{-\rho L^{*}} Z(0) \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)=1 \tag{3.61}
\end{align*}
$$

It remains to consider $\Theta_{5}$. Define $S_{5}^{*}$ to be the set consists of particles whose trajectories cross $L$ before time $u$, so

$$
S_{5}^{*}=\left\{i \in \mathcal{N}_{t}: X_{i}(v) \geq L \text { for some } v \in[0, u]\right\}
$$

We observe that $S_{5} \subseteq S_{5}^{*}$. Note that $u+2 C_{7} \rho^{-2} \leq t$ since $t-u=t(z)-s \gg \beta^{-2 / 3}$ by (1.21). According to 3.1.2, the probability that particles that either are to the right of $L$ at time 0 or hit $L$ before time $u$ have descendants alive at time $t$ goes to 0 as $n$ goes to infinity. Therefore,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\Theta_{5}=0\right)=1 \tag{3.62}
\end{equation*}
$$

Consequently, for any $\kappa>0$, by choosing $\eta$ appropriately, equation (2.7) follows from (3.42), (3.48), (3.57), (3.61) and (3.62).
3.4. Proof of Proposition 2.2. In this subsection, we will prove Proposition 2.2 with the help of Proposition 2.1. Before starting the proof, we need two more lemmas to control the number of particles that are far away from $z$.
Lemma 3.7. Consider $z$ such that (1.19) holds and $|z| \gtrsim \sqrt{\rho / \beta}$. For any $\eta>0$, there exists a constant $C_{11}$ large enough such that for

$$
\begin{equation*}
d=\frac{C_{11}}{\left|c_{0}\right| \rho} \tag{3.63}
\end{equation*}
$$

the following hold:
(1) The constant satisfies

$$
\begin{equation*}
C_{11}>4, \quad e^{-C_{11} / 2}<\eta \tag{3.64}
\end{equation*}
$$

(2) If $z>0$ for all $n$, then for $n$ sufficiently large

$$
\begin{equation*}
\int_{z+d}^{L^{*}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y<\eta \int_{z}^{z+d} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \tag{3.65}
\end{equation*}
$$

(3) If $z<0$ for all $n$, then for $n$ sufficiently large

$$
\begin{equation*}
\int_{-\infty}^{z-d} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y<\eta \int_{z-d}^{z} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \tag{3.66}
\end{equation*}
$$

Since we expect that the density of the number of particles near $y$ is roughly proportional to $e^{g(y)} / \sqrt{2 \pi t(y)}$, Lemma 3.7 indicates that most particles in $\left[z, L^{*}\right]$ are in $[z, z+d]$, while most particles in $(-\infty, z]$ are in $[z-d, z]$.

Suppose (1.19) holds and $|z| \gtrsim \sqrt{\rho / \beta}$. For any $\eta>0$, choose $d$ according to Lemma 3.7. Note that (2.4) holds with $d$ in place of $l$, and for $l$ satisfying (2.8), we have $2 d<l$ for $n$ sufficiently large. Denote

$$
\zeta= \begin{cases}z+2 d & \text { if } z>0 \\ z-2 d & \text { if } z<0\end{cases}
$$

Lemma 3.8. Consider $z$ such that (2.2) holds and $|z| \gtrsim \sqrt{\rho / \beta}$. Let

$$
s \asymp \beta^{-2 / 3}, \quad t=t(z)-s, \quad x \leq L .
$$

(1) Suppose $z>0$ for all $n$, and $z$ satisfies (1.19). Choose $d$ according to (3.63). For all $y \in[\zeta, \infty)$, we have for $n$ sufficiently large,

$$
\begin{equation*}
p_{t}(x, y) \leq p_{t}(x, \zeta) \exp \left(-\frac{\rho}{2}(1-c)(y-\zeta)\right) . \tag{3.67}
\end{equation*}
$$

(2) Suppose $z<0$ for all $n$. Write $x=L^{*}-w$. For all $y$, we have for $n$ sufficiently large,

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{1}{\sqrt{2 \pi t}} \exp \left(g(z)-(c-1) \rho(z-y)-\rho w+\beta s w-\frac{\beta^{2} s^{3}}{6}\right) \tag{3.68}
\end{equation*}
$$

Furthermore, let $s_{\zeta}=t(\zeta)-t(z)+s$. If $y \leq \zeta$, then for $n$ sufficiently large,

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{1}{\sqrt{2 \pi t}} \exp \left(g(\zeta)-(c-1) \rho(\zeta-y)-\rho w+\beta s_{\zeta} w-\frac{\beta^{2} s_{\zeta}^{3}}{6}\right) \tag{3.69}
\end{equation*}
$$

Proof of Proposition 2.2. Let us first consider the case $|z| \gtrsim \sqrt{\rho / \beta}$. Define $s, u$ and $H(u)$ as in (3.36) and (3.8). Denote

$$
\mathcal{K}= \begin{cases}{[z, \zeta]} & \text { if } z>0 \\ {[\zeta, z]} & \text { if } z<0\end{cases}
$$

Define

$$
\begin{aligned}
& S_{1}=\left\{i \in \mathcal{N}_{t}: X_{i}(t) \in \mathcal{K}\right\}, \\
& S_{2}=\left\{i \in \mathcal{N}_{t} \backslash S_{1}: X_{i}(v) \geq L \text { for some } v \in[0, u]\right\}, \\
& S_{3}=\left\{i \in \mathcal{N}_{t} \backslash\left(S_{1} \cup S_{2}\right): X_{i}(u) \leq L-C_{6} \beta^{-1 / 3}\right\}, \\
& S_{4}=\left\{i \in \mathcal{N}_{t} \backslash\left(S_{1} \cup S_{2}\right): L-C_{6} \beta^{-1 / 3}<X_{i}(u)<L\right\} .
\end{aligned}
$$

For $j=1, \ldots, 4$, write

$$
\Xi_{j}=\sum_{i \in S_{j}} 1_{\left\{X_{i}(t) \in \mathcal{J}\right\}}
$$

Then

$$
N_{t}(\mathcal{J})=\sum_{j=1}^{4} \Xi_{j}
$$

We will show that compared with $\Xi_{1}$, the terms $\Xi_{2}, \Xi_{3}$ and $\Xi_{4}$ are negligible.
We first consider $\Xi_{1}$. Since $2 d$ satisfies the restriction (2.4) in Proposition 2.1, according to (2.7), (3.65) and (3.66)

$$
\begin{align*}
\lim _{n \rightarrow \infty} P\left(\frac{1-\eta}{(1+\eta) A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho L^{*}} Z(0)\right. & \int_{\mathcal{J}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \leq \Xi_{1} \\
& \left.\leq \frac{1+\eta}{A i^{\prime}\left(\gamma_{1}\right)^{2}} e^{-\rho L^{*}} Z(0) \int_{\mathcal{J}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)=1 \tag{3.70}
\end{align*}
$$

For $\Xi_{2}$, since $u+C_{7} \rho^{-2} \leq t$, according to 3.1 .2 , the probability that particles that either are to the right of $L$ at time 0 or hit $L$ before time $u$ have descendants alive at time $t$ goes to 0 as $n$ goes to infinity. Therefore,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\Xi_{2}=0\right)=1 \tag{3.71}
\end{equation*}
$$

It remains to consider $\Xi_{3}$ and $\Xi_{4}$. Let us first consider the case when $z>0$. Recall the definition of $H_{1}$ in (3.38) and $H_{2}, H_{3}$ in (3.44). Since (2.4) holds with $2 d$ in place of $l$, by inequalities (3.29), (3.67) and Tonelli's theorem, for $n$ large enough, we have

$$
\begin{align*}
E\left[\Xi_{3} \mid \mathcal{F}_{u}\right]= & \sum_{j \in \mathcal{N}_{u}} \int_{\zeta}^{z+l} p_{t-u}\left(X_{j}(u), y\right) 1_{\left\{\forall v \in[0, u], X_{j}(v)<L\right\}} 1_{\left\{X_{j}(u) \leq L-C_{6} \beta^{-1 / 3}\right\}} d y \\
\leq & \sum_{j \in \mathcal{N}_{u}} p_{t-u}\left(X_{j}(u), \zeta\right) 1_{\left\{\forall v \in[0, u], X_{j}(v)<L\right\}} 1_{\left\{X_{j}(u) \leq L-C_{6} \beta^{-1 / 3}\right\}} \int_{\zeta}^{z+l} e^{-\rho(1-c)(y-\zeta) / 2} d y \\
\leq & \frac{1}{\sqrt{2 \pi(t-u)}} \exp \left(g(\zeta)-\rho L^{*}+\frac{\rho^{2} s_{\zeta}}{2}-\frac{\beta^{2} s_{\zeta}^{3}}{6}\right) \int_{\zeta}^{z+l} e^{-\rho(1-c)(y-\zeta) / 2} d y \\
& \times\left(H_{1}+H_{2}+H_{3}\right) \tag{3.72}
\end{align*}
$$

According to the choice of $d$, since $c \in(0,1)$ when $z>0$, we have

$$
\frac{2}{\rho(1-c)}=\frac{2(1+c)}{\rho c_{0}} \leq \frac{4}{\rho c_{0}}<d
$$

Also, by (3.27), uniformly for all $y \in[z, \zeta]$, we have $t-u>t(y) /(1+\eta)$ for sufficiently large $n$. Combining this observation with the fact that $g(y)$ is decreasing on $\left(0, L^{*}\right)$ and (3.65), we have

$$
\begin{align*}
\frac{e^{g(\zeta)}}{\sqrt{2 \pi(t-u)}} \int_{\zeta}^{z+l} e^{-\rho(1-c)(y-\zeta) / 2} d y & \leq \frac{1}{\sqrt{2 \pi(t-u)}} \frac{2}{\rho(1-c)} e^{g(\zeta)} \\
& \leq \int_{\zeta-d}^{\zeta} \frac{\sqrt{1+\eta}}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \\
& \leq \eta \sqrt{1+\eta} \int_{\mathcal{J} \cap\left(-\infty, L^{*}\right]} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \tag{3.73}
\end{align*}
$$

Since (2.4) in Proposition 2.1 holds with $2 d$ in place of $l$, equations (3.39), (3.45) and (3.46) hold with $s_{\zeta}$ in place of $s_{y}$. By (3.39), (3.45), (3.46), (3.72) and (3.73), along with (3.47) with $\zeta$ in place
of $y$, we get

$$
\begin{equation*}
E\left[\Xi_{3} \mid \mathcal{F}_{0}\right]<\eta \sqrt{1+\eta} e^{-\rho L^{*}}\left(2 e^{-\beta^{2} u^{3} / 74} Y(0)+\frac{C_{8} \eta(1+\eta)}{2^{4 / 3}} Z(0)\right) \int_{\mathcal{J} \cap\left(-\infty, L^{*}\right]} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \tag{3.74}
\end{equation*}
$$

Therefore, equations (1.10), (1.11), (3.74) and the conditional Markov's inequality imply

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} P\left(\Xi_{3}>\sqrt{\eta(1+\eta)} e^{-\rho L^{*}} Z(0) \int_{\mathcal{J} \cap\left(-\infty, L^{*}\right]} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right) \leq \frac{C_{8} \eta^{3 / 2}(1+\eta)}{2^{4 / 3}} \tag{3.75}
\end{equation*}
$$

As for $\Xi_{4}$, according to the argument leading to (3.72), we have

$$
E\left[\Xi_{4} \mid \mathcal{F}_{u}\right] \leq \frac{1}{\sqrt{2 \pi(t-u)}} e^{g(\zeta)-\rho L^{*}} \int_{\zeta}^{z+l} e^{-\rho(1-c)(y-\zeta) / 2} d y \times \Gamma_{\zeta}
$$

where $\Gamma_{\zeta}$ was defined in (3.34). By equations (3.35) and (3.73), and the conditional Markov's inequality, we get

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} P\left(\Xi_{4}>\sqrt{\eta(1+\eta)} e^{-\rho L^{*}} Z(0) \int_{\mathcal{J} \cap\left(-\infty, L^{*}\right]} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right) \leq \frac{(1+3 \eta) \sqrt{\eta}}{A i^{\prime}\left(\gamma_{1}\right)^{2}} \tag{3.76}
\end{equation*}
$$

As a result, when $z>0$, for any $\kappa>0$, by choosing $\eta$ appropriately, equation (2.10) follows from (3.70), (3.71), (3.75) and (3.76).

When $z<0$, by (3.69) and Tonelli's theorem, for $n$ large enough, we have

$$
\begin{align*}
E\left[\Xi_{3} \mid \mathcal{F}_{u}\right]= & \sum_{j \in \mathcal{N}_{u}} \int_{z-l}^{\zeta} p_{t-u}\left(X_{j}(u), y\right) 1_{\left\{\forall v \in[0, u], X_{j}(v)<L\right\}} 1_{\left\{X_{j}(u) \leq L-C_{6} \beta^{-1 / 3}\right\}} d y \\
\leq & \frac{1}{\sqrt{2 \pi(t-u)}} \exp \left(g(\zeta)-\rho L^{*}+\frac{\rho^{2} s_{\zeta}}{2}-\frac{\beta^{2} s_{\zeta}^{3}}{6}\right) \int_{z-l}^{\zeta} e^{-\rho(c-1)(\zeta-y)} d y \\
& \times\left(H_{1}+H_{2}+H_{3}\right) \tag{3.77}
\end{align*}
$$

where $H_{1}, H_{2}$, and $H_{3}$ are defined as in (3.38) and (3.44) but with $\zeta$ in place of $y$. By (3.27), uniformly for all $y \in[\zeta, z]$, we have $t-u>t(y) /(1+\eta)$ for sufficiently large $n$. Combining this observation with the fact that $g(y)$ is increasing on $(-\infty, 0)$, we have

$$
\begin{equation*}
\frac{e^{g(\zeta)}}{\sqrt{2 \pi(t-u)}} \int_{z-l}^{\zeta} e^{-\rho(c-1)(\zeta-y)} d y \leq \frac{1}{\sqrt{2 \pi(t-u)}} \frac{e^{g(\zeta)}}{\rho(c-1)} \leq \frac{1}{d \rho(c-1)} \int_{\zeta}^{\zeta+d} \frac{\sqrt{1+\eta}}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \tag{3.78}
\end{equation*}
$$

By (3.18), (3.19) and (3.64), we see that

$$
\begin{equation*}
(c-1) \rho d=\frac{(c-1) C_{11}}{\left|c_{0}\right|}=\frac{C_{11}}{1+c}>\frac{4}{1+3 / 2}=\frac{8}{5} \tag{3.79}
\end{equation*}
$$

Also, by (3.66), we have

$$
\begin{equation*}
\int_{\zeta}^{\zeta+d} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \leq \int_{-\infty}^{z-d} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \leq \eta \int_{z-d}^{z} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \tag{3.80}
\end{equation*}
$$

Therefore, by (3.78), (3.79) and (3.80), we obtain that for $n$ sufficiently large,

$$
\begin{equation*}
\frac{e^{g(\zeta)}}{\sqrt{2 \pi(t-u)}} \int_{z-l}^{\zeta} e^{-\rho(c-1)(\zeta-y) d y} \leq \frac{5 \eta \sqrt{1+\eta}}{8} \int_{\mathcal{J} \cap\left(-\infty, L^{*}\right]} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \tag{3.81}
\end{equation*}
$$

Since $2 d$ satisfies the restriction (2.4) in Proposition 2.1, equations (3.39), (3.45) and (3.46) hold with $s_{\zeta}$ in place of $s_{y}$. By (3.39), (3.45), (3.46), (3.77) and (3.81), we get

$$
\begin{equation*}
E\left[\Xi_{3} \mid \mathcal{F}_{0}\right]<\frac{5 \eta \sqrt{1+\eta}}{8} e^{-\rho L^{*}}\left(2 e^{-\beta^{2} u^{3} / 74} Y(0)+\frac{C_{8} \eta(1+\eta)}{2^{4 / 3}} Z(0)\right) \int_{\mathcal{J} \cap\left(-\infty, L^{*}\right]} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \tag{3.82}
\end{equation*}
$$

Therefore, equations (1.10), (1.11), (3.82) and the conditional Markov's inequality imply

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} P\left(\Xi_{3}>\frac{5 \sqrt{\eta(1+\eta)}}{8} e^{-\rho L^{*}} Z(0) \int_{\mathcal{J} \cap\left(-\infty, L^{*}\right]} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right) \leq \frac{C_{8} \eta^{3 / 2}(1+\eta)}{2^{4 / 3}} \tag{3.83}
\end{equation*}
$$

As for $\Xi_{4}$, according to the argument leading to (3.77), we have

$$
E\left[\Xi_{4} \mid \mathcal{F}_{u}\right] \leq \frac{1}{\sqrt{2 \pi(t-u)}} e^{g(\zeta)-\rho L^{*}} \int_{z-l}^{\zeta} e^{-\rho(c-1)(z-y)} d y \times \Gamma_{\zeta}
$$

By equations (3.35) and (3.81), and the conditional Markov's inequality, we get

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} P\left(\Xi_{4}>\frac{5 \sqrt{\eta(1+\eta)}}{8} e^{-\rho L^{*}} Z(0) \int_{\mathcal{J} \cap\left(-\infty, L^{*}\right]} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right) \leq \frac{(1+3 \eta) \sqrt{\eta}}{A i^{\prime}\left(\gamma_{1}\right)^{2}} . \tag{3.84}
\end{equation*}
$$

As a result, when $z<0$, for any $\kappa>0$, by choosing $\eta$ appropriately, equation (2.10) follows from (3.70), (3.71), (3.83) and (3.84).

It remains to consider the case $|z| \ll \sqrt{\rho / \beta}$. Below we will only prove the result under the scenario $z>0$. The scenario when $z<0$ can be proved using the same argument. The interval $[z, z+l]$ can be divided into two intervals

$$
[z, z+l]=\left[z, z+\sqrt{\frac{\rho}{\beta}}\right] \cup\left[z+\sqrt{\frac{\rho}{\beta}}, z+l\right] .
$$

It is obvious that the first interval fits in the setting of Proposition 2.1. We further claim that the second interval fits in the setting of the previous case. Indeed, according to Lemma 3.2, we know that

$$
t(z)-t\left(z+\sqrt{\frac{\rho}{\beta}}\right)=o\left(\beta^{-2 / 3}\right)
$$

Thus (2.6) holds with $z+\sqrt{\rho / \beta}$ in place of $z$. Also, letting $c_{0}^{*}=(z+\sqrt{\rho / \beta}) / L^{*}$, which is the same as $c_{0}$ but with $z+\sqrt{\rho / \beta}$ in place of $z$, the length of the second interval satisfies

$$
l-\sqrt{\frac{\rho}{\beta}} \gg \sqrt{\frac{\rho}{\beta}} \asymp \frac{1}{c_{0}^{*} \rho} .
$$

According to Proposition 2.1 and the previous case, equation (2.7) holds with $[z, z+\sqrt{\rho / \beta}]$ in place of $\mathcal{I}$ and equation (2.10) holds with $[z+\sqrt{\rho / \beta}, z+l]$ in place of $\mathcal{J}$. Combining these two equations, (2.10) follows.
3.5. Proof of Proposition 1.3. In this subection, we will prove Proposition 1.3, which gives the maximal displacement of the process. For any constant $C_{2} \in \mathbb{R}$, define

$$
A=\left\{\begin{array}{ll}
0 & C_{2}>0  \tag{3.85}\\
1 & C_{2}=0 \\
-2 C_{2} & C_{2}<0
\end{array} \quad \text { and } \quad C_{2}^{\prime}= \begin{cases}C_{2} & C_{2}>0 \\
1 & C_{2}=0 \\
-C_{2} & C_{2}<0\end{cases}\right.
$$

The proof of Proposition 1.3 requires the following lemma which concerns the maximal displacement of a slightly supercritical branching Brownian motion with constant branching rate.

Lemma 3.9. Consider a branching Brownian motion started from a single particle at $L^{A}$. Each particle moves as standard Brownian motion. Each particle independently dies at rate d(2L), and splits into two particles at rate $b(2 L)$. Let $M_{t}^{*}$ be the maximal position that is ever reached by a particle before time $t$. For any constant $C_{2} \in \mathbb{R}$, define $C_{2}^{\prime}>0$ as in (3.85). There exists a constant $C_{12}$ such that if $n$ is sufficiently large, then for all $t$,

$$
\begin{equation*}
P\left(M_{t}^{*}>L^{A}+\frac{C_{2}^{\prime}}{\rho}\right) \leq C_{12} \rho^{2} . \tag{3.86}
\end{equation*}
$$

Proof of Lemma 3.9. In this process, each individual lives for an exponentially distributed time with parameter $b(2 L)+d(2 L)$, and then gives birth to 0 offspring with probability $d(2 L) /(b(2 L)+d(2 L))$ and 2 offspring with probability $b(2 L) /(b(2 L)+d(2 L))$. Therefore, the generating function for the offspring distribution is

$$
f(s)=\frac{d(2 L)}{b(2 L)+d(2 L)}+\frac{b(2 L)}{b(2 L)+d(2 L)} s^{2} .
$$

Let $B$ be the event of survival. By (1.4) and the formula for the survival probability of the GaltonWatson process, there exists a constant $C_{13}$ such that for all $n$,

$$
P(B)=\frac{b(2 L)-d(2 L)}{b(2 L)} \leq C_{13} \rho^{2} .
$$

For any time $t$, we get
$P\left(M_{t}^{*}>L^{A}+\frac{C_{2}^{\prime}}{\rho}\right) \leq P\left(\left.M_{t}^{*}>L^{A}+\frac{C_{2}^{\prime}}{\rho} \right\rvert\, B^{c}\right) P\left(B^{c}\right)+P(B) \leq P\left(\left.M_{t}^{*}>L^{A}+\frac{C_{2}^{\prime}}{\rho} \right\rvert\, B^{c}\right)+C_{15} \rho^{2}$.
We are interested in the behavior of the process conditioned on the event $B^{c}$ of extinction. According to equation (4) of Gadag and Rajarshi (1992), the conditioned process is equivalent to a subcritical branching process with generating function

$$
\hat{f}(s)=\frac{b(2 L) f(s d(2 L) / b(2 L))}{d(2 L)}=\frac{b(2 L)}{d(2 L)+b(2 L)}+\frac{d(2 L)}{d(2 L)+b(2 L)} s^{2} .
$$

Thus, in the conditioned process, there is a single particle at $L^{A}$ at the beginning. Each individual moves as standard Brownian motion. It lives for an exponentially distributed time with parameter $b(2 L)+d(2 L)$, and then gives birth to 0 offspring with probability $b(2 L) /(b(2 L)+d(2 L))$ and 2 offspring with probability $d(2 L) /(b(2 L)+d(2 L))$. Consider a critical branching process started from a single particle at $L^{A}$. Each individual moves as standard Brownian motion. Each particle lives for an exponentially distributed time with parameter $b(2 L)+d(2 L)$, and then gives birth to 0 offspring with probability $1 / 2$ and 2 offspring with probability $1 / 2$. We observe that the right-most position that is ever reached by particles up to time $t$ in the conditioned process is stochastically dominated by the right-most position that is ever reached by particles up to time $t$ in the critical process. Letting $M$ be the all-time maximal displacement of the critical process, we have for all $C_{2}>0$ and all time $t$,

$$
\begin{equation*}
P\left(\left.M_{t}^{*}>L^{A}+\frac{C_{2}^{\prime}}{\rho} \right\rvert\, B^{c}\right) \leq P\left(M>L^{A}+\frac{C_{2}^{\prime}}{\rho}\right) \tag{3.88}
\end{equation*}
$$

According to equation (1.7) of Sawyer and Fleischman (1979), we have for $n$ large enough,

$$
\begin{equation*}
P\left(M>L^{A}+\frac{C_{2}^{\prime}}{\rho}\right) \leq \frac{6}{\left(C_{2}^{\prime}\right)^{2}} \rho^{2} . \tag{3.89}
\end{equation*}
$$

Letting $C_{12}=C_{13}+6 /\left(C_{2}^{\prime}\right)^{2}$, equations (3.87)-(3.89) imply (3.86).

Proof of Proposition 1.3. Let us first consider the case when

$$
\beta^{-2 / 3} \log ^{1 / 3}\left(\frac{\rho}{\beta^{1 / 3}}\right) \ll t \ll \frac{\rho}{\beta}
$$

We start with the proof of equation (1.33), which follows directly from results in Roberts and Schweinsberg (2021). For any constant $C_{1}>0$, define

$$
f(x)= \begin{cases}1 & x<2^{1 / 3} C_{1} \\ 0 & \text { otherwise }\end{cases}
$$

Define $\Phi(f)$ as in (3.14). By 3.1.5, we see that $\Phi(f)$ satisfies (3.15). For all $C_{1}>0$ and $0<\kappa<1$, if $n$ is sufficiently large, then

$$
\begin{align*}
P\left(M_{t} \geq L-\frac{C_{1}}{\beta^{1 / 3}}\right) & =P\left(\Phi(f) \geq e^{\rho L-C_{1} \rho / \beta^{1 / 3}}\right) \\
& \geq P\left(\frac{1-\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}}\left(\int_{0}^{\infty} f(z) A i\left(\gamma_{1}+z\right) d z\right) Z(0) \geq e^{\rho L-C_{1} \rho / \beta^{1 / 3}}\right)-\frac{\kappa}{2} \tag{3.90}
\end{align*}
$$

By (1.11), we have for $n$ sufficiently large

$$
\begin{equation*}
P\left(\frac{1-\kappa}{A i^{\prime}\left(\gamma_{1}\right)^{2}}\left(\int_{0}^{\infty} f(z) A i\left(\gamma_{1}+z\right) d z\right) Z(0) \geq e^{\rho L-C_{1} \rho / \beta^{1 / 3}}\right) \geq 1-\frac{\kappa}{2} \tag{3.91}
\end{equation*}
$$

Equation (1.33) follows from (3.90) and (3.91).
We next prove equation (1.34) under the additional assumption that the birth rate function $b(x)$ is non-decreasing and the death rate function $d(x)$ is non-increasing. For any constant $C_{2}$, define $A$ and $C_{2}^{\prime}$ as in (3.85). We divide particles at time $t$ into the following categories:

$$
\begin{aligned}
& S_{1}=\left\{i \in \mathcal{N}_{t}: X_{i}(v)<L^{A} \text { for all } v \in[0, t]\right\} \\
& S_{2}=\left\{i \in \mathcal{N}_{t} \backslash S_{1}: X_{i}(v) \geq L^{A} \text { for some } v \in\left[0, t-C_{7} \rho^{-2}\right]\right\} \\
& S_{3}=\mathcal{N}_{t} \backslash\left(S_{1} \cup S_{2}\right)
\end{aligned}
$$

For $j=1,2,3$, write

$$
M_{t}^{S_{j}}=\max \left\{X_{i}(t), i \in S_{j}\right\}
$$

Note that

$$
\begin{equation*}
M_{t}=\max \left\{M_{t}^{S_{1}}, M_{t}^{S_{2}}, M_{t}^{S_{3}}\right\} \tag{3.92}
\end{equation*}
$$

For $S_{1}$, it is obvious that for all constants $C_{2}$,

$$
\begin{equation*}
P\left(M_{t}^{S_{1}} \leq L+\frac{C_{2}}{\rho}\right)=P\left(M_{t}^{S_{1}} \leq L^{A}+\frac{C_{2}^{\prime}}{\rho}\right)=1 \tag{3.93}
\end{equation*}
$$

For $S_{2}$, according to 3.1.2, with probability tending to 1 , particles that either are to the right of $L^{A}$ at time 0 or hit $L^{A}$ before time $t-C_{7} \rho^{-2}$ will not have descendants alive at time $t$. Thus for all constant $C_{2}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(M_{t}^{S_{2}} \leq L+\frac{C_{2}}{\rho}\right) \geq \lim _{n \rightarrow \infty} P\left(S_{2}=0\right)=1 \tag{3.94}
\end{equation*}
$$

It remains to deal with $S_{3}$, which consists of particles whose trajectories cross $L^{A}$ in the last $C_{7} \rho^{-2}$ units of time. Consider the process in which particles are killed upon hitting $L^{A}$. Let $R$ be the number of particles that first hit $L^{A}$ between $t-C_{7} \rho^{-2}$ and $t$. We denote by $\left\{r_{i}\right\}_{i=1}^{R}$ the sequence of hitting times. For the process started from a single particle at $x$, recall that $r_{x}^{L^{A}}(u, t)$
is the expected number of particles hitting $L^{A}$ between time $u$ and $t$. By (3.12), taking all the particles at time 0 into consideration, we have

$$
E\left[R \mid \mathcal{F}_{0}\right]=\sum_{i \in \mathcal{N}_{0}} r_{X_{i}(0)}^{L^{A}}\left(t-\frac{C_{7}}{\rho^{2}}, t\right) \lesssim \exp \left(-\rho L^{A}-\frac{\beta^{2}\left(t-C_{7} \rho^{-2}\right)^{3}}{9}\right) Y(0)+\frac{C_{7}}{\rho^{2}} \beta^{2 / 3} e^{-\rho L^{A}} Z(0)
$$

From (1.10) and (1.11), it now follows that for any $\kappa>0$, there exists a constant $C_{14}$ such that for $n$ sufficiently large,

$$
P\left(E\left[R \mid \mathcal{F}_{0}\right]<C_{14} \frac{\beta}{\rho^{3}} \frac{1}{\rho^{2}}\right)>1-\frac{\kappa}{4}
$$

Thus by the conditional Markov's inequality, we have for $n$ sufficiently large,

$$
\begin{equation*}
P\left(R>C_{14} \frac{\beta^{2 / 3}}{\rho^{2}} \frac{1}{\rho^{2}}\right) \leq E\left[\frac{E\left[R \mid \mathcal{F}_{0}\right]}{C_{14} \beta^{2 / 3} \rho^{-4}} 1_{\left\{E\left[R \mid \mathcal{F}_{0}\right]<C_{14} \beta / \rho^{5}\right\}}\right]+P\left(E\left[R \mid \mathcal{F}_{0}\right] \geq C_{14} \frac{\beta}{\rho^{3}} \frac{1}{\rho^{2}}\right)<\frac{\kappa}{2} \tag{3.95}
\end{equation*}
$$

Therefore, with probability at least $1-\kappa / 2$, the number of particles that hit $L^{A}$ in the last $C_{7} \rho^{-2}$ unit of time is at most $C_{14} \beta^{2 / 3} / \rho^{4}$, which is $o\left(\rho^{-2}\right)$.

For every $i=1, \ldots, R$, we consider three branching Brownian motions. All three processes start from a single particle at $L^{A}$ at time $r_{i}$. The first process has inhomogeneous birth rate $b(x)$ and death rate $d(x)$. Each particle moves as Brownian motion with drift $-\rho$. The second process is constructed based on the first process with the extra restriction that particles are killed upon hitting $2 L$. To be more precise, in the second process, particles give birth at rate $b(x)$ and die at rate $d(x)$. Particles move as Brownian motion with drift $-\rho$ and are absorbed at $2 L$. In the third process, the birth rate is the constant $b(2 L)$ and the death rate is the constant $d(2 L)$. Each particle moves as standard Brownian motion. We denote by $\bar{M}_{t-r_{i}}, \bar{M}_{t-r_{i}}^{2 L}$ and $M_{t-r_{i}}^{*}$ the maximal positions that are ever reached by particles before time $t$ in the three processes respectively. Because of the monotonicity of $b(x)$ and $d(x)$, we observe that $M_{t-r_{i}}^{*}$ stochastically dominates $\bar{M}_{t-r_{i}}^{2 L}$. By Lemma 3.9, we have for sufficiently large $n$,

$$
P\left(\bar{M}_{t-r_{i}}^{2 L}>L^{A}+\frac{C_{2}^{\prime}}{\rho}\right) \leq P\left(M_{t-r_{i}}^{*}>L^{A}+\frac{C_{2}^{\prime}}{\rho}\right) \leq C_{12} \rho^{2}
$$

Note that $L^{A}+C_{2}^{\prime} / \rho<2 L$ for $n$ sufficiently large. Thus, if $\bar{M}_{t-r_{i}}^{2 L} \leq L^{A}+C_{2}^{\prime} \rho^{-1}$, then the first process is identical to the second process up to time $t-r_{i}$. Therefore, for sufficiently large $n$,

$$
\begin{equation*}
P\left(\bar{M}_{t-r_{i}}>L+\frac{C_{2}}{\rho}\right)=P\left(\bar{M}_{t-r_{i}}>L_{A}+\frac{C_{2}^{\prime}}{\rho}\right)=P\left(\bar{M}_{t-r_{i}}^{2 L}>L^{A}+\frac{C_{2}^{\prime}}{\rho}\right) \leq C_{12} \rho^{2} \tag{3.96}
\end{equation*}
$$

Combining (3.95) with (3.96), for any $\kappa>0$, we have for $n$ sufficiently large,

$$
\begin{equation*}
P\left(M_{t}^{S_{3}}>L+\frac{C_{2}}{\rho}\right) \leq \frac{\kappa}{2}+C_{14} \frac{\beta^{2 / 3}}{\rho^{2}} \frac{1}{\rho^{2}} \cdot C_{12} \rho^{2}<\frac{3 \kappa}{4} \tag{3.97}
\end{equation*}
$$

As a result, equation (1.34) follows from (3.92), (3.93), (3.94) and (3.97).
Now let us consider the case when $t$ satisfies (1.32). It suffices to show that for every subsequence $\left(n_{j}\right)_{j=1}^{\infty}$, there exists a sub-subsequence $\left(n_{j_{k}}\right)_{k=1}^{\infty}$, such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} P\left(M_{t_{n_{j_{k}}}, n_{j_{k}}} \geq L_{n_{j_{k}}}-\frac{C_{1}}{\beta_{n_{j_{k}}}^{1 / 3}}\right)=1 \tag{3.98}
\end{equation*}
$$

and under the additional assumption on the birth rate and the death rate,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} P\left(M_{t_{n_{j_{k}}}, n_{j_{k}}} \leq L_{n_{j_{k}}}+\frac{C_{2}}{\rho_{n_{j_{k}}}}\right)=1 \tag{3.99}
\end{equation*}
$$

By (1.32), given a subsequence $\left(n_{j}\right)_{j=1}^{\infty}$, we can choose a sub-subsequence $\left(n_{j_{k}}\right)_{k=1}^{\infty}$ for which

$$
\lim _{k \rightarrow \infty} \frac{\beta_{n_{j_{k}}} t_{n_{j_{k}}}}{\rho_{n_{j_{k}}}}=\tau \in[0, \infty)
$$

If $\tau=0$, then according to the previous argument, (3.98) and (3.99) hold. If $\tau>0$, choose times $\left(v_{n_{j_{k}}}\right)_{k=1}^{\infty}$ for which

$$
\beta_{n_{j_{k}}}^{-2 / 3} \log ^{1 / 3}\left(\frac{\rho_{n_{j_{k}}}}{\beta_{n_{j_{k}}}^{1 / 3}}\right) \ll v_{n_{j_{k}}} \ll \frac{\rho_{n_{j_{k}}}}{\beta_{n_{j_{k}}}}
$$

Let $r_{n_{j_{k}}}=t_{n_{j_{k}}}-v_{n_{j_{k}}}$. By Remark 2.3, assumptions (1.10) and (1.11) hold with $Y_{n_{j_{k}}}\left(r_{n_{j_{k}}}\right)$ and $Z_{n_{j_{k}}}\left(r_{n_{j_{k}}}\right)$ in place of $Z(0)$ and $Y(0)$ respectively. Replacing $Y(0)$ and $Z(0)$ by $Y_{n_{j_{k}}}\left(r_{n_{j_{k}}}\right)$ and $Z_{n_{j_{k}}}\left(r_{n_{j_{k}}}\right)$, the previous argument also works. Therefore, equations (3.98) and (3.99) also hold in this case. Equation (1.35) follows from (1.33) and (1.34).
3.6. Proof of Proposition 1.4. In this subsection, we will prove Proposition 1.4, which gives the position of the left-most particle of the process. Denote

$$
t_{1}=t-\frac{2 C_{10}}{\rho^{2}}, \quad t_{2}=t+\frac{2 C_{10}}{\rho^{2}}
$$

where $C_{10}$ is defined in 3.1.6. We have the following lemma which controls the number of particles below $\bar{L}$ at any time between $t_{1}$ and $t_{2}$.

Lemma 3.10. Suppose

$$
\begin{equation*}
\frac{\rho^{2 / 3}}{\beta^{8 / 9}} \ll t-t(\bar{L}) \ll \frac{\rho}{\beta} \tag{3.100}
\end{equation*}
$$

For any $\varepsilon>0$, if $n$ is sufficiently large, then

$$
\begin{equation*}
P\left(N_{t_{1}}((-\infty, \bar{L})) \leq \frac{1}{\rho^{2}} \frac{\beta^{3 / 4}}{\rho^{9 / 4}}\right)>1-\varepsilon \tag{3.101}
\end{equation*}
$$

Moreover, for any $\varepsilon>0$, if $n$ is sufficiently large, then there exists an event $B \in \mathcal{F}_{t_{1}}$ satisfying

$$
\begin{equation*}
P(B)>1-\varepsilon \tag{3.102}
\end{equation*}
$$

such that

$$
\begin{equation*}
E\left[\int_{t_{1}}^{t_{2}} N_{r}((-\infty, \bar{L})) d r \cdot 1_{B}\right] \leq \frac{1}{\rho^{4}} \frac{\beta^{3 / 4}}{\rho^{9 / 4}} \tag{3.103}
\end{equation*}
$$

Proof of Lemma 3.10. Define $s$ as in (3.36) and

$$
u=t_{2}-t(\bar{L})+s=t-t(\bar{L})+\frac{2 C_{10}}{\rho^{2}}+\frac{C_{5}}{\beta^{2 / 3}}
$$

Since $2 C_{10} \rho^{-2}+C_{5} \beta^{-2 / 3} \ll \rho / \beta$, by (3.100), we have $\rho^{2 / 3} / \beta^{8 / 9} \ll u \ll \rho / \beta$. For any $r \in\left[t_{1}, t_{2}\right]$, define

$$
s_{r}=s-r+t_{2}
$$

Note that

$$
\begin{equation*}
s_{r} \asymp s, \quad r-u=t(\bar{L})-s_{r} \tag{3.104}
\end{equation*}
$$

For every $r \in\left[t_{1}, t_{2}\right]$, denote

$$
\begin{aligned}
& S_{1}(r)=\left\{i \in \mathcal{N}_{r}: \exists v \in[0, u], X_{i}(v) \geq L\right\} \\
& S_{2}(r)=\left\{i \in \mathcal{N}_{r}: X_{i}(u) \leq L-C_{6} \beta^{-1 / 3}, X_{i}(v)<L \text { for all } v \in[0, u]\right\} \\
& S_{3}(r)=\left\{i \in \mathcal{N}_{r}: L-C_{6} \beta^{-1 / 3}<X_{i}(u)<L, X_{i}(v)<L \text { for all } v \in[0, u]\right\}
\end{aligned}
$$

For $j=1,2,3$, write

$$
\Sigma_{j}(r)=\sum_{i \in S_{j}(r)} 1_{\left\{X_{i}(r) \leq \bar{L}\right\}} .
$$

Then

$$
\begin{equation*}
N_{r}((-\infty, \bar{L}))=\Sigma_{1}(r)+\Sigma_{2}(r)+\Sigma_{3}(r) . \tag{3.105}
\end{equation*}
$$

We first consider $\Sigma_{1}(r)$. Let $B_{1}$ be the event that particles that are to the right of $L$ before time $u$ have descendants alive at time $t_{1}$. Then $B_{1} \in \mathcal{F}_{t_{1}}$. Since $u+C_{7} \rho^{-2} \ll t_{1}$, by 3.1.2, we have that for any $\eta>0$, if $n$ is sufficiently large, then

$$
P\left(B_{1}\right)<\eta .
$$

Note that $\left\{\Sigma_{1}(r) \neq 0\right\}$ is a subset of $B_{1}$ for all $r \in\left[t_{1}, t_{2}\right]$. Therefore, we have for sufficiently large $n$, for all $r \in\left[t_{1}, t_{2}\right]$,

$$
\begin{equation*}
P\left(\Sigma_{1}(r) \neq 0\right) \leq P\left(B_{1}\right)<\eta . \tag{3.106}
\end{equation*}
$$

We now consider $\Sigma_{2}(r)$. Denote

$$
c_{\bar{L}}=\sqrt{1-\frac{\bar{L}}{L^{*}}} .
$$

By (3.104), we see that for all $r \in\left[t_{1}, t_{2}\right]$, equation (3.68) holds with $r-u$ in place of $t, \bar{L}$ in place of $z, c_{\bar{L}}$ in place of $c$ and $s_{r}$ in place of $s$. By (3.68) and Tonelli's theorem, for $n$ large enough, we have for all $r \in\left[t_{1}, t_{2}\right]$,

$$
\begin{align*}
E\left[\Sigma_{2}(r) \mid \mathcal{F}_{u}\right] \leq & \frac{1}{\sqrt{2 \pi(r-u)}} \exp \left(g(\bar{L})-\rho L^{*}+\frac{\rho^{2} s_{r}}{2}-\frac{\beta^{2} s_{r}^{3}}{6}\right) \int_{-\infty}^{\bar{L}} e^{-\rho\left(c_{\bar{L}}-1\right)(\bar{L}-y)} d y \\
& \times\left(H_{1}+H_{2}+H_{3}\right), \tag{3.107}
\end{align*}
$$

where $H_{1}, H_{2}$ and $H_{3}$ are defined as in (3.38) and (3.44) but with $s_{r}$ in place of $s_{y}$. Since $s_{r} \asymp s$, the upper bounds on $H_{1}, H_{2}$ and $H_{3}$ in (3.39), (3.45), (3.46) also hold here. For any $\eta>0$, since $r-u \sim t(\bar{L}) \sim 3 \rho / 2 \beta$ and $c_{\bar{L}} \sim 3 / 2$, we have for $n$ sufficiently large,

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi(r-u)}} \int_{-\infty}^{\bar{L}} e^{-\rho\left(c_{\bar{L}}-1\right)(\bar{L}-y)} d y=\frac{1}{\sqrt{2 \pi(r-u)}} \frac{1}{\rho\left(c_{\bar{L}}-1\right)} \leq \frac{2(1+\eta)}{\sqrt{3 \pi}} \frac{\beta^{1 / 2}}{\rho^{3 / 2}} \tag{3.108}
\end{equation*}
$$

Also, because $(1-x)^{3 / 2} \geq 1-3 x / 2$, we have

$$
\begin{align*}
g(\bar{L}) & =\rho\left(L^{*}-\bar{L}\right)-\frac{2 \sqrt{2 \beta}}{3}\left(L^{*}-\bar{L}\right)^{3 / 2} \\
& =\frac{9 \rho^{3}}{8 \beta}-\frac{2^{2 / 3} \gamma_{1} \rho}{\beta^{1 / 3}}-\frac{9 \rho^{3}}{8 \beta}\left(1-\frac{8 \beta}{9 \rho^{2}} \frac{2^{2 / 3} \gamma_{1}}{\beta^{1 / 3}}\right)^{3 / 2} \\
& \leq \rho(2 \beta)^{-1 / 3} \gamma_{1} . \tag{3.109}
\end{align*}
$$

We get from equations (3.39), (3.45), (3.46), (3.107)-(3.109) that for all $r \in\left[t_{1}, t_{2}\right]$, if $n$ is sufficiently large, then

$$
\begin{equation*}
E\left[\Sigma_{2}(r) \mid \mathcal{F}_{0}\right]<\frac{2(1+\eta)}{\sqrt{3 \pi}} \frac{\beta^{1 / 2}}{\rho^{3 / 2}} e^{-\rho L}\left(2 e^{-\beta^{2} u^{3} / 74} Y(0)+\frac{C_{8} \eta(1+\eta)}{2^{4 / 3}} Z(0)\right) \tag{3.110}
\end{equation*}
$$

By (1.10) and (1.11), for any $\eta>0$, there exists a $\delta>0$ such that for $n$ sufficiently large

$$
\begin{equation*}
P\left(\left\{Y(0)>\frac{1}{\rho^{2}} e^{\rho L}\right\} \cup\left\{Z(0)>\frac{1}{\delta} \frac{\beta^{1 / 3}}{\rho^{3}} e^{\rho L}\right\}\right)<\eta \tag{3.111}
\end{equation*}
$$

Define $B_{2}$ to be the union of the previous two events. We see that $B_{2} \in \mathcal{F}_{0} \subset \mathcal{F}_{t_{1}}$. Note that $e^{-\beta^{2} u^{3} / 74} \ll \beta^{1 / 3} / \rho$. From equation (3.110), we have for all $r \in\left[t_{1}, t_{2}\right]$,

$$
\begin{equation*}
E\left[\Sigma_{2}(r) 1_{B_{2}^{c}}\right] \lesssim \frac{1}{\rho^{2}} \frac{\beta^{5 / 6}}{\rho^{5 / 2}} \ll \frac{1}{\rho^{2}} \frac{\beta^{3 / 4}}{\rho^{9 / 4}} \tag{3.112}
\end{equation*}
$$

Specifically, for $r=t_{1}$, by (3.111) and (3.112), we have for $n$ large enough

$$
\begin{equation*}
P\left(\Sigma_{2}\left(t_{1}\right)>\frac{1}{3 \rho^{2}} \frac{\beta^{3 / 4}}{\rho^{9 / 4}}\right)<2 \eta \tag{3.113}
\end{equation*}
$$

Similarly for $\Sigma_{3}(r)$, by (3.68), (3.108), (3.109) and Tonelli's theorem, we have for $n$ sufficiently large

$$
E\left[\Sigma_{3}(r) \mid \mathcal{F}_{u}\right]<\frac{2(1+\eta)}{\sqrt{3 \pi}} \frac{\beta^{1 / 2}}{\rho^{3 / 2}} e^{-\rho L} \exp \left(\frac{\rho^{2} s_{r}}{2}-\frac{\beta^{2} s_{r}^{3}}{6}\right) \sum_{j \in \mathcal{N}_{u}} e^{\left(\rho-\beta s_{r}\right) X_{j}(u)} 1_{\left\{L-C_{6} \beta^{-1 / 3}<X_{j}(u)<L\right\}}
$$

Because $s \leq s_{r} \leq s+4 C_{10} / \rho^{2}$ for all $r \in\left[t_{1}, t_{2}\right]$, we have

$$
\begin{equation*}
E\left[\Sigma_{3}(r) \mid \mathcal{F}_{u}\right] \lesssim \frac{\beta^{1 / 2}}{\rho^{3 / 2}} e^{-\rho L} \exp \left(\frac{\rho^{2} s}{2}-\frac{\beta^{2} s^{3}}{6}\right) \sum_{j \in \mathcal{N}_{u}} e^{(\rho-\beta s) X_{j}(u)} 1_{\left\{L-C_{6} \beta^{-1 / 3}<X_{j}(u)<L\right\}} \tag{3.114}
\end{equation*}
$$

By (1.11) and (3.33), for any $\varepsilon>0$, there exists a $\delta>0$ such that for $n$ sufficiently large,

$$
\begin{equation*}
P\left(\exp \left(\frac{\rho^{2} s}{2}-\frac{\beta^{2} s^{3}}{6}\right) \sum_{j \in \mathcal{N}_{u}} e^{(\rho-\beta s) X_{j}(u)} 1_{\left\{L-C_{6} \beta^{-1 / 3}<X_{j}(u)<L\right\}}>\frac{1}{\delta} \frac{1+2 \eta}{A i^{\prime}\left(\gamma_{1}\right)^{2}} \frac{\beta^{1 / 3}}{\rho^{3}} e^{\rho L}\right)<\eta \tag{3.115}
\end{equation*}
$$

Define $B_{3}$ to be the event in the previous equation. Then $B_{3} \in \mathcal{F}_{u} \subset \mathcal{F}_{t_{1}}$. From (3.114), we have for all $r \in\left[t_{1}, t_{2}\right]$,

$$
\begin{equation*}
E\left[\Sigma_{3}(r) 1_{B_{3}^{c}}\right] \lesssim \frac{1}{\rho^{2}} \frac{\beta^{5 / 6}}{\rho^{5 / 2}} \ll \frac{1}{\rho^{2}} \frac{\beta^{3 / 4}}{\rho^{9 / 4}} \tag{3.116}
\end{equation*}
$$

Specifically, for $r=t_{1}$, by (3.115) and (3.116), we have for $n$ sufficiently large,

$$
\begin{equation*}
P\left(\Sigma_{3}\left(t_{1}\right)>\frac{1}{3 \rho^{2}} \frac{\beta^{3 / 4}}{\rho^{9 / 4}}\right)<2 \eta . \tag{3.117}
\end{equation*}
$$

As a result, for any $\varepsilon>0$, by choosing $\eta$ appropriately, equation (3.101) follows from (3.105), (3.106), (3.113) and (3.117). Let

$$
B=B_{1}^{c} \cap B_{2}^{c} \cap B_{3}^{c} .
$$

Then $B \in \mathcal{F}_{t_{1}}$, and by (3.106), (3.111) and (3.115), for $n$ large enough,

$$
P(B)=1-P\left(B_{1} \cup B_{2} \cup B_{3}\right)>1-3 \eta .
$$

From (3.105), (3.106), (3.112) and (3.116), we have for $n$ sufficiently large

$$
\begin{aligned}
& E\left[\int_{t_{1}}^{t_{2}} N_{r}((-\infty, \bar{L})) d r \cdot 1_{B}\right] \\
& \quad \leq E\left[\int_{t_{1}}^{t_{2}} \Sigma_{1}(r) d r \cdot 1_{B_{1}^{c}}\right]+E\left[\int_{t_{1}}^{t_{2}} \Sigma_{2}(r) d r \cdot 1_{B_{2}^{c}}\right]+E\left[\int_{t_{1}}^{t_{2}} \Sigma_{3}(r) d r \cdot 1_{B_{3}^{c}}\right] \\
& \quad \leq \frac{1}{\rho^{4}} \frac{\beta^{3 / 4}}{\rho^{9 / 4}}
\end{aligned}
$$

Letting $\eta=\varepsilon / 3$, equations (3.102) and (3.103) follow.

Proof of Proposition 1.4. Let us first consider the case when $\rho^{2 / 3} / \beta^{8 / 9} \ll t-t(\bar{L}) \ll \rho / \beta$. We start with the proof of equation (1.38). For any sequence $\left(d_{n}\right)_{n=1}^{\infty}$ satisfying $\beta^{-1 / 3} \ll d \ll \rho^{2} / \beta$, we claim that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(m_{t} \leq \bar{L}+d\right)=1 \tag{3.118}
\end{equation*}
$$

To prove the claim, we first note that $\bar{L}+d$ satisfies assumptions (1.19), (2.1) and (2.2) in Proposition 2.2. Furthermore, according to the Taylor expansion $\sqrt{1-x}=1-x / 2+O\left(x^{2}\right)$, we get

$$
\begin{align*}
t(\bar{L})-t(\bar{L}+d) & =\sqrt{\frac{2}{\beta}\left(L^{*}-\bar{L}\right)}\left(1-\sqrt{1-\frac{d}{L^{*}-\bar{L}}}\right) \\
& =\sqrt{\frac{2}{\beta}\left(L^{*}-\bar{L}\right)}\left(1-1+\frac{d}{2\left(L^{*}-\bar{L}\right)}+O\left(\frac{d^{2}}{\left(L^{*}-\bar{L}\right)^{2}}\right)\right) \\
& =\frac{d}{\sqrt{2 \beta\left(L^{*}-\bar{L}\right)}}+O\left(\frac{d^{2}}{\sqrt{\beta}\left(L^{*}-\bar{L}\right)^{3 / 2}}\right) . \tag{3.119}
\end{align*}
$$

Since $d \ll \rho^{2} / \beta$, we have

$$
\frac{d^{2}}{\sqrt{\beta}\left(L^{*}-\bar{L}\right)^{3 / 2}} \ll \frac{d}{\sqrt{2 \beta\left(L^{*}-\bar{L}\right)}} \ll \frac{\rho}{\beta} .
$$

Therefore,

$$
\frac{\rho^{2 / 3}}{\beta^{8 / 9}} \ll t-t(\bar{L}+d)=t-t(\bar{L})+(t(\bar{L})-t(\bar{L}+d)) \ll \frac{\rho}{\beta},
$$

which is assumption (2.6). Since for $0<x<1,(1-x)^{3 / 2}=1-3 x / 2+O\left(x^{2}\right)$, we have for $n$ large enough,

$$
\begin{aligned}
g\left(L^{\dagger}+\frac{d}{2}\right) & =\rho\left(L^{*}-L^{\dagger}-\frac{d}{2}\right)-\frac{2 \sqrt{2 \beta}}{3}\left(L^{*}-L^{\dagger}\right)^{3 / 2}\left(1-\frac{d}{2\left(L^{*}-L^{\dagger}\right)}\right)^{3 / 2} \\
& =\rho\left(L^{*}-L^{\dagger}\right)-\frac{\rho d}{2}-\frac{2 \sqrt{2 \beta}}{3}\left(L^{*}-L^{\dagger}\right)^{3 / 2}\left(1-\frac{3}{2} \frac{d}{2\left(L^{*}-L^{\dagger}\right)}+O\left(\frac{d^{2}}{\left(L^{*}-L^{\dagger}\right)^{2}}\right)\right) \\
& =-\frac{\rho d}{2}+\frac{3 \rho d}{4}+O\left(\frac{\beta d^{2}}{\rho}\right) \\
& \geq \frac{\rho d}{8} .
\end{aligned}
$$

Thus for $n$ sufficiently large,

$$
\begin{equation*}
\int_{(-\infty, \bar{L}+d)} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \geq \int_{\left[L^{\dagger}+d / 2, \bar{L}+d\right)} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \geq e^{\rho d / 16} \tag{3.120}
\end{equation*}
$$

By Proposition 2.2 and equations (1.11) and (3.120), for any $\varepsilon>0$, if $n$ is sufficiently large, then

$$
\begin{equation*}
P\left(m_{t}>\bar{L}+d\right)=P\left(N_{t}((-\infty, \bar{L}+d])=0\right)<\varepsilon \tag{3.121}
\end{equation*}
$$

which implies (3.118). Now we use (3.118) to prove (1.38). Suppose (1.38) is not true. Then there exists $\kappa>0$, such that for any constant $C_{15}>0$, we have for infinitely many $n$,

$$
P\left(m_{t} \leq \bar{L}+\frac{C_{15}}{\beta^{1 / 3}}\right) \leq 1-\kappa .
$$

We can therefore choose a sequence of positive integers $\left(n_{j}\right)_{j=1}^{\infty}$ and another sequence of positive constants $\left(C_{15, j}\right)_{j=1}^{\infty}$ satisfying

$$
n_{j} \ll 1 \quad \text { and } \quad 1 \ll C_{15, j} \ll \rho_{n_{j}}^{2} / \beta_{n_{j}}^{2 / 3}
$$

such that for all $j$,

$$
\begin{equation*}
P\left(m_{t_{n_{j}}, n_{j}} \leq \bar{L}_{n_{j}}+\frac{C_{15, j}}{\beta_{n_{j}}^{1 / 3}}\right) \leq 1-\kappa \tag{3.122}
\end{equation*}
$$

Let $d_{n_{j}}=C_{15, j} \beta_{n_{j}}^{-1 / 3}$. Note that $\beta_{n_{j}}^{-1 / 3} \ll d_{n_{j}} \ll \rho_{n_{j}}^{2} / \beta_{n_{j}}$. Then (3.122) contradicts (3.118), and (1.38) follows.

We next prove equation (1.39) under the additional assumption that for all $n$, the birth rate function $b(x)$ is non-decreasing and the death rate function $d(x)$ is non-increasing. Define

$$
\begin{aligned}
& S_{1}=\left\{i \in \mathcal{N}_{t}: X_{i}\left(t_{1}\right)<\bar{L}\right\} \\
& S_{2}=\left\{i \in \mathcal{N}_{t} \backslash S_{1}: X_{i}(v) \geq \bar{L} \text { for all } v \in\left[t_{1}, t_{2}\right]\right\} \\
& S_{3}=\mathcal{N}_{t} \backslash\left(S_{1} \cup S_{2}\right)
\end{aligned}
$$

For $j=1,2,3$, we further denote

$$
m_{t}^{S_{i}}=\min \left\{X_{i}(t), i \in S_{i}\right\}
$$

We have

$$
\begin{equation*}
m_{t}=\min \left\{m_{t}^{S_{1}}, m_{t}^{S_{2}}, m_{t}^{S_{3}}\right\} \tag{3.123}
\end{equation*}
$$

For $S_{1}$, we will show that particles below $\bar{L}$ at time $t_{1}$ will not have descendants survive until time $t$. For $x<\bar{L}$, consider one process starting from a single particle at $x$ at time $t_{1}$, and another process starting from a single particle at $L^{*}$ at time $t_{1}$. Because of the monotonicity of the birth rate and the death rate, the probability that the first process will survive until time $t$ is dominated by the probability that the second process will survive until time $t$, which is at most $\rho^{2} / \alpha$ by 3.1.6. Thus by (3.101), for any $\varepsilon>0$ and all positive constant $C_{4}$, if $n$ is sufficiently large,

$$
\begin{equation*}
P\left(m_{t}^{S_{1}} \leq \bar{L}-\frac{C_{4}}{\rho}\right) \leq P\left(S_{1} \neq \emptyset\right) \leq \frac{\rho^{2}}{\alpha} \frac{1}{\rho^{2}} \frac{\beta^{3 / 4}}{\rho^{9 / 4}}+\varepsilon<2 \varepsilon \tag{3.124}
\end{equation*}
$$

For $S_{2}$, it is obvious that for all $C_{4}$,

$$
\begin{equation*}
P\left(m_{t}^{S_{2}} \leq \bar{L}-\frac{C_{4}}{\rho}\right)=0 \tag{3.125}
\end{equation*}
$$

We next deal with $S_{3}$. Consider the process in which particles are killed when they hit $\bar{L}$ between times $t_{1}$ and $t$. Let $R$ be the number of particles that are killed at $\bar{L}$ between times $t_{1}$ and $t$. For $i \in 1,2, \ldots, R$, let $r_{i} \in\left[t_{1}, t\right]$ be the time that this particle is killed at $\bar{L}$. For the $i$ th particle that hits $\bar{L}$ between $t_{1}$ and $t$, consider a process without killing starts from this particle and let $K_{i}(v)$ be the number of descendants of this particle to the left of $\bar{L}$ at time $r_{i}+v$. Define

$$
K_{i}=\int_{0}^{2 C_{10} / \rho^{2}} K_{i}(v) d v
$$

Then

$$
\begin{equation*}
\sum_{i=1}^{R} K_{i} \leq \int_{t_{1}}^{t_{2}} N_{r}((-\infty, \bar{L})) d r \tag{3.126}
\end{equation*}
$$

For all $i=1,2, \ldots, R$, by Tonelli's theorem and (1.42), and interchanging the roles of $y$ and $\bar{L}-y$ in the last step, we have for $n$ large enough,

$$
\begin{align*}
E\left[K_{i}\right] & =\int_{0}^{2 C_{10} / \rho^{2}} E\left[K_{i}(v)\right] d v \\
& =\int_{0}^{2 C_{10} / \rho^{2}} \int_{-\infty}^{\bar{L}} p_{v}(\bar{L}, y) d y d v \\
& =\int_{0}^{2 C_{10} / \rho^{2}} \int_{-\infty}^{\bar{L}} \frac{1}{\sqrt{2 \pi v}} \exp \left(\rho \bar{L}-\rho y-\frac{(\bar{L}-y)^{2}}{2 v}-\frac{\rho^{2} v}{2}+\frac{\beta(\bar{L}+y) v}{2}+\frac{\beta^{2} v^{3}}{24}\right) d y d v \\
& \geq \int_{0}^{2 C_{10} / \rho^{2}} \int_{0}^{\infty} \frac{1}{\sqrt{2 \pi v}} \exp \left(\rho y-\frac{y^{2}}{2 v}-C_{10}+\frac{\beta(2 \bar{L}-y) v}{2}\right) d y d v . \tag{3.127}
\end{align*}
$$

Since $\rho \gg C_{10} \beta / \rho^{2}$, for $n$ sufficiently large, we have for all $y>0$ and $v \leq 2 C_{10} / \rho^{2}$,

$$
\begin{equation*}
\rho y+\frac{\beta(2 \bar{L}-y) v}{2} \geq-\frac{5}{4} C_{10}+o(1) . \tag{3.128}
\end{equation*}
$$

Thus by (3.127) and (3.128), we get for $n$ sufficiently large,

$$
\begin{equation*}
E\left[K_{i}\right] \geq \int_{0}^{2 C_{10} / \rho^{2}} \frac{1}{2} e^{-9 C_{10} / 4+o(1)} d v \geq \frac{C_{10}}{\rho^{2}} e^{-5 C_{10} / 2} \tag{3.129}
\end{equation*}
$$

Note that random variables $\left\{K_{i}\right\}_{i=1}^{R}$ are independently and identically distributed. Moreover, conditioned on $\mathcal{F}_{t_{1}}$, the random variables $R$ and $K_{i}$ are independent. Let $B \in \mathcal{F}_{t_{1}}$ be the event defined in Lemma 3.10. By (3.126), we have

$$
\begin{equation*}
E\left[R \mid \mathcal{F}_{t_{1}}\right] E\left[K_{i} \mid \mathcal{F}_{t_{1}}\right] 1_{B}=E\left[\sum_{i=1}^{R} K_{i} \mid \mathcal{F}_{t_{1}}\right] 1_{B} \leq E\left[\int_{t_{1}}^{t_{2}} N_{r}((-\infty, \bar{L})) d r \cdot 1_{B} \mid \mathcal{F}_{t_{1}}\right] . \tag{3.130}
\end{equation*}
$$

Note that $E\left[K_{i} \mid \mathcal{F}_{t_{1}}\right]=E\left[K_{i}\right]$. By (3.103), (3.129) and (3.130), we have for $n$ sufficiently large,

$$
\begin{equation*}
E\left[R 1_{B}\right] \leq \frac{1}{C_{10}} e^{5 C_{10} / 2} \frac{1}{\rho^{2}} \frac{\beta^{3 / 4}}{\rho^{9 / 4}} . \tag{3.131}
\end{equation*}
$$

For every $i=1, \ldots, R$, we consider three branching Brownian motions. All three processes start from a single particle at $\bar{L}$ at time $r_{i}$. The first process has inhomogeneous birth rate $b(x)$ and death rate $d(x)$. Each particle moves as Brownian motion with drift $-\rho$. The second process is constructed based on the first process with the extra restriction that particles are killed upon hitting 0 . In the third process, the birth rate is the constant $b(0)$ and the death rate is the constant $d(0)$. Each particle moves as standard Brownian motion without drift. We denote by $m_{t-r_{i}}$ and $m_{t-r_{i}}^{0}$ the minimal displacement at time $t$ in the first and second processes respectively. We let $\bar{M}_{t-r_{i}}^{0}$ be the maximal position that is ever reached by a particle before time $t$ in the second process. Furthermore, for the third process, we denote by $m$ the all-time minimum and $M$ the all-time maximum. Because of the monotonicity of $b(x)$ and $d(x)$, we can couple the second and third processes such that $M$ stochastically dominates $\bar{M}_{t-r_{i}}^{0}$. Taking the drift into consideration, we also have that $m_{t-r_{i}}^{0}+\rho\left(t-r_{i}\right)$ stochastically dominates $m$. Note that in the third process, since $b(0)=d(0)$, the branching is critical and the process dies out eventually. According to equation (1.7) of Sawyer and Fleischman (1979), we have for $x$ large enough

$$
\begin{equation*}
P(m<\bar{L}-x) \leq \frac{6}{x^{2}}, \quad P(M>\bar{L}+x) \leq \frac{6}{x^{2}} . \tag{3.132}
\end{equation*}
$$

Thus, by the construction of the first and the second processes, we have

$$
\begin{aligned}
P\left(m_{t-r_{i}}<\bar{L}-\frac{C_{4}}{\rho}\right) & \leq P\left(\left\{m_{t-r_{i}}<\bar{L}-\frac{C_{4}}{\rho}\right\} \cap\left\{\bar{M}_{t-r_{i}}^{0}<\bar{L}+\frac{C_{4}}{\rho}\right\}\right)+P\left(\bar{M}_{t-r_{i}}^{0} \geq \bar{L}+\frac{C_{4}}{\rho}\right) \\
& =P\left(m_{t-r_{i}}^{0}<\bar{L}-\frac{C_{4}}{\rho}\right)+P\left(\bar{M}_{t-r_{i}}^{0} \geq \bar{L}+\frac{C_{4}}{\rho}\right) .
\end{aligned}
$$

Note that $t-r_{i} \leq 2 C_{10} / \rho^{2}$ for all $r_{i}$. By the stochastic dominance relations and equation (3.132), for $C_{4}>2 C_{10}$, we have for $n$ large enough,

$$
\begin{equation*}
P\left(m_{t-r_{i}}<\bar{L}-\frac{C_{4}}{\rho}\right) \leq P\left(m<\bar{L}-\frac{C_{4}-2 C_{10}}{\rho}\right)+P\left(M \geq \bar{L}+\frac{C_{4}}{\rho}\right) \leq \frac{12}{\left(C_{4}-2 C_{10}\right)^{2}} \rho^{2} . \tag{3.133}
\end{equation*}
$$

From (3.102), (3.131) and (3.133), we can choose constant $C_{4}$ large enough such that for $n$ large enough,

$$
\begin{equation*}
P\left(m_{t}^{S_{3}} \leq \bar{L}-\frac{C_{4}}{\rho}\right) \leq E\left[\sum_{i=1}^{R} P\left(m_{t-r_{i}}<\bar{L}-\frac{C_{4}}{\rho}\right) 1_{B}\right]+\varepsilon \leq \frac{48}{C_{10}\left(C_{4}-2 C_{10}\right)^{2}} e^{5 C_{10} / 2} \frac{\beta^{3 / 4}}{\rho^{9 / 4}}+\varepsilon<2 \varepsilon . \tag{3.134}
\end{equation*}
$$

For any $\kappa>0$, by choosing $\varepsilon$ appropriately, equation (1.39) follows from (3.123), (3.124), (3.125) and (3.134).

Next we consider the case when $\beta(t-t(\bar{L})) / \rho \rightarrow \tau \in(0, \infty)$ as $n \rightarrow \infty$. Choose time $v<t$ for which

$$
\frac{\rho^{2 / 3}}{\beta^{8 / 9}} \ll v-t(\bar{L}) \ll \frac{\rho}{\beta}
$$

Let $r=t-v$. By Remark 2.3, the previous argument still holds with $Z(r)$ in place of $Z(0)$ and $Y(r)$ in place of $Y(0)$. As a result, equations (1.38) and (1.39) follow in this case.

Finally, when $t$ satisfies (1.37), we prove equations (1.38) and (1.39) by contradiction. Since the proofs of equations (1.38) and (1.39) are essentially the same, we only prove equation (1.38). Suppose equation (1.38) does not hold true. Then there exists $\kappa>0$ such that for all positive constants $C_{3}$, we have for infinitely many $n$,

$$
P\left(m_{t_{n}, n} \leq \bar{L}_{n}+\frac{C_{3}}{\beta_{n}^{1 / 3}}\right) \leq 1-\kappa .
$$

We can therefore choose a sequence of positive integers $\left(n_{j}\right)_{j=1}^{\infty}$ and another sequence of positive constants $\left(C_{3, j}\right)_{j=1}^{\infty}$, both of which tend to infinity as $j \rightarrow \infty$, such that

$$
\begin{equation*}
P\left(m_{t_{n_{j}}, n_{j}} \leq \bar{L}_{n_{j}}+\frac{C_{3, j}}{\beta_{n_{j}}^{1 / 3}}\right) \leq 1-\kappa . \tag{3.135}
\end{equation*}
$$

For every subsequence $\left(n_{j}\right)_{j=1}^{\infty}$, there exists a sub-subsequence $\left(n_{j_{k}}\right)_{k=1}^{\infty}$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\beta_{n_{j_{k}}}\left(t_{n_{j_{k}}}-t_{n_{j_{k}}}\left(\bar{L}_{n_{j_{k}}}\right)\right)}{\rho_{n_{j_{k}}}}=\tau \in[0, \infty) . \tag{3.136}
\end{equation*}
$$

Fix any positive constant $C_{3}$. Then $C_{3}<C_{3, j_{k}}$ for $k$ sufficiently large. From (3.135), we have for $k$ large enough,

$$
\begin{equation*}
P\left(m_{t_{n_{j_{k}}}, n_{j_{k}}} \leq \bar{L}_{n_{j_{k}}}+\frac{C_{3}}{\beta_{n_{j_{k}}}^{1 / 3}}\right) \leq 1-\kappa . \tag{3.137}
\end{equation*}
$$

On the other hand, note that $\left(t_{n_{j_{k}}}\right)_{k=1}^{\infty}$ satisfies the assumptions of one of the previous two cases by (3.136). Therefore, equation (1.38) holds with $n_{j_{k}}$ in place of $n$, which contradicts (3.137). As a result, equation (1.38) holds true. Equation (1.40) follows from (1.38) and (1.39).

## 4. Proofs of lemmas

In this section, we will prove all the lemmas except Lemma 3.5, whose proof is deferred until Section 5.

Proof of Lemma 3.1. First, let us prove equation (3.24). When $z \leq 0$, equation (3.24) holds automatically. It remains to consider the case $z>0$. If $z \ll \sqrt{\rho / \beta}$, then

$$
l \lesssim \sqrt{\frac{\rho}{\beta}} \ll \frac{\rho^{2}}{\beta} \asymp L^{*}-z .
$$

If $z \gtrsim \sqrt{\rho / \beta}$, then according to (3.17), (3.21) and (3.22)

$$
l \lesssim \frac{1}{c_{0} \rho} \ll \frac{c^{2} \rho^{2}}{\beta} \asymp L^{*}-z
$$

For $z$ satisfying (1.19) and $y \in[z-l, z+l]$, we have $L^{*}-y \geq L^{*}-z-l \gg \beta^{-1 / 3}$, which proves equation (3.24).

We next prove equation (3.25). When $z \geq 0$, equation (3.25) is obvious. It remains to consider the case $z<0$. If $-z \ll \sqrt{\rho / \beta}$, then

$$
l \lesssim \sqrt{\frac{\rho}{\beta}} \ll \frac{\rho^{2}}{\beta} \asymp z-L^{\dagger} .
$$

If $\sqrt{\rho / \beta} \lesssim-z \ll \rho^{2} / \beta$, then according to (3.20),

$$
l \lesssim \frac{1}{\left|c_{0}\right| \rho} \lesssim \sqrt{\frac{\rho}{\beta}} \ll z-L^{\dagger}
$$

If $-z \asymp \rho^{2} / \beta$, then

$$
l \lesssim \frac{1}{\left|c_{0}\right| \rho} \asymp \frac{1}{\rho} \ll \frac{1}{\beta^{1 / 3}} \ll z-L^{\dagger} .
$$

For $z$ satisfying (1.19) and $y \in[z-l, z+l]$, we have $y-L^{\dagger} \geq z-L^{\dagger}-l \gg \beta^{-1 / 3}$, which proves equation (3.25).

Proof of Lemma 3.2. Following similar calculations to those in (3.119), with the help of the Taylor expansion $\sqrt{1-x}=1-x / 2+O\left(x^{2}\right)$, we have for all $y \in[z-l, z+l]$,

$$
\begin{aligned}
|t(y)-t(z)| & =\left|\sqrt{\frac{2}{\beta}\left(L^{*}-z\right)}\left(1-\frac{y-z}{2\left(L^{*}-z\right)}+O\left(\left(\frac{y-z}{L^{*}-z}\right)^{2}\right)-1\right)\right| \\
& \leq \frac{l}{\sqrt{2 \beta\left(L^{*}-z\right)}}+O\left(\frac{l^{2}}{\sqrt{\beta}\left(L^{*}-z\right)^{3 / 2}}\right) .
\end{aligned}
$$

Expressing the above formula in terms of $c$ according to (3.16), we obtain for all $y \in[z, z+l]$,

$$
|t(y)-t(z)| \leq \frac{l}{c \rho}+O\left(\frac{\beta l^{2}}{c^{3} \rho^{3}}\right)
$$

If $|z| \gtrsim \sqrt{\rho / \beta}$, then $l \lesssim 1 /\left(\left|c_{0}\right| \rho\right)$. By formulas (3.21) and (3.22), we get

$$
\frac{l}{c \rho} \lesssim \frac{1}{c\left|c_{0}\right| \rho^{2}} \ll \beta^{-2 / 3}, \quad \frac{\beta l^{2}}{c^{3} \rho^{3}} \lesssim \frac{\beta}{c_{0}^{2} c^{3} \rho^{5}} \ll \beta^{-2 / 3}
$$

If $|z| \ll \sqrt{\rho / \beta}$, then $l \lesssim \sqrt{\rho / \beta}$ and $c \asymp 1$. We get

$$
\frac{l}{c \rho} \lesssim \frac{1}{c \sqrt{\rho \beta}} \ll \beta^{-2 / 3}, \quad \frac{\beta l^{2}}{c^{3} \rho^{3}} \lesssim \frac{1}{c^{3} \rho^{2}} \ll \beta^{-2 / 3}
$$

Combining the above three formulas, equation (3.26) follows. Moreover, by (3.24), we have $t(y) \gg$ $\beta^{-2 / 3}$ for all $y \in[z-l, z+l]$ and equation (3.26) implies (3.27).

Proof of Lemma 3.3. Note that for $0<x<1$, we have $(1-x)^{3 / 2}=1-3 x / 2+3 x^{2} / 8+O\left(x^{3}\right)$. For all $y$,

$$
\begin{aligned}
g(y)-g(z) & =\rho(z-y)+\frac{2 \sqrt{2 \beta}}{3}\left(L^{*}-z\right)^{3 / 2}\left(1-\left(1-\frac{y-z}{L^{*}-z}\right)^{3 / 2}\right) \\
& =\rho(z-y)+\frac{2 \sqrt{2 \beta}}{3}\left(L^{*}-z\right)^{3 / 2}\left(1-1+\frac{3(y-z)}{2\left(L^{*}-z\right)}-\frac{3(y-z)^{2}}{8\left(L^{*}-z\right)^{2}}+O\left(\frac{|y-z|^{3}}{\left(L^{*}-z\right)^{3}}\right)\right) \\
& =\rho(z-y)-\sqrt{2 \beta\left(L^{*}-z\right)}(z-y)-\sqrt{\frac{\beta}{8\left(L^{*}-z\right)}}(z-y)^{2}+O\left(\frac{\beta^{1 / 2}|z-y|^{3}}{\left(L^{*}-z\right)^{3 / 2}}\right) .
\end{aligned}
$$

Because $L^{*}-z=c^{2} \rho^{2} /(2 \beta)$, the above equation can be expressed in terms of $c$ as

$$
\begin{equation*}
g(y)-g(z)=\rho(1-c)(z-y)-\frac{\beta}{2 c \rho}(z-y)^{2}+O\left(\frac{\beta^{2}|z-y|^{3}}{c^{3} \rho^{3}}\right) \tag{4.1}
\end{equation*}
$$

For all $y \in[z-l, z+l]$, we have

$$
\begin{equation*}
|g(y)-g(z)| \leq \rho l|1-c|+\frac{\beta l^{2}}{2 c \rho}+O\left(\frac{\beta^{2} l^{3}}{c^{3} \rho^{3}}\right) \tag{4.2}
\end{equation*}
$$

If $|z| \gtrsim \sqrt{\rho / \beta}$, then according to (3.19), (3.20) and (3.22), we see that

$$
\begin{equation*}
\frac{\beta l^{2}}{2 c \rho} \lesssim \rho l|1-c| \lesssim \frac{|1-c|}{\left|c_{0}\right|}=\frac{1}{1+c} \asymp 1, \quad \frac{\beta^{2} l^{3}}{c^{3} \rho^{3}} \lesssim \frac{\beta^{2}}{\left|c c_{0}\right|^{3} \rho^{6}} \lesssim \frac{\beta^{1 / 2}}{\rho^{3 / 2}} \ll 1 \tag{4.3}
\end{equation*}
$$

If $|z| \ll \sqrt{\rho / \beta}$, then according to (3.19) and (3.23), we see that

$$
\begin{equation*}
\rho l|1-c| \lesssim \frac{\rho^{3 / 2}}{\beta^{1 / 2}}\left|c_{0}\right| \ll 1, \quad \frac{\beta^{2} l^{3}}{c^{3} \rho^{3}} \ll \frac{\beta l^{2}}{2 c \rho} \lesssim \frac{1}{c} \asymp 1 . \tag{4.4}
\end{equation*}
$$

The lemma follows from (4.2), (4.3), and (4.4).
Proof of Lemma 3.4. We are going to express $p_{t}(x, y)$ in terms of $s_{y}$ and $w$. Writing $t=t(y)-s_{y}$ and using (1.42), we have

$$
\begin{align*}
p_{t}(x, y)= & \frac{1}{\sqrt{2 \pi t}} \exp \left(\rho\left(L^{*}-w\right)-\rho y-\frac{\left(L^{*}-y-w\right)^{2}}{2 t(y)} \sum_{k=0}^{\infty}\left(\frac{s_{y}}{t(y)}\right)^{k}-\frac{\rho^{2}}{2}\left(t(y)-s_{y}\right)\right. \\
& \left.+\frac{\beta\left(y+L^{*}-w\right)\left(t(y)-s_{y}\right)}{2}+\frac{\beta^{2}\left(t(y)-s_{y}\right)^{3}}{24}\right) \\
= & \frac{1}{\sqrt{2 \pi t}} \exp \left(\rho L^{*}-\rho y-\frac{\left(L^{*}-y\right)^{2}}{2 t(y)}-\frac{\rho^{2} t(y)}{2}+\frac{\beta\left(y+L^{*}\right) t(y)}{2}+\frac{\beta^{2} t(y)^{3}}{24}\right) \\
& \times \exp \left(-\rho w-\frac{\beta w t(y)}{2}+\frac{\beta\left(L^{*}-y\right) s_{y}}{2}+\frac{\beta w s_{y}}{2}-\frac{\beta^{2} s_{y}^{3}}{24}+\frac{\beta^{2} t(y) s_{y}^{2}}{8}-\frac{\beta^{2} t(y)^{2} s_{y}}{8}\right. \\
& -\frac{\left(L^{*}-y\right)^{2}}{2 t(y)}\left(\frac{s_{y}}{t(y)}+\frac{s_{y}^{2}}{t(y)^{2}}+\frac{s_{y}^{3}}{t(y)^{3}}\right)+\frac{w\left(L^{*}-y\right)}{t(y)}\left(1+\frac{s_{y}}{t(y)}\right) \\
& \left.-\frac{\left(L^{*}-y\right)^{2}}{2 t(y)} \sum_{k=4}^{\infty}\left(\frac{s_{y}}{t(y)}\right)^{k}-\frac{w^{2}}{2 t(y)} \sum_{k=0}^{\infty}\left(\frac{s_{y}}{t(y)}\right)^{k}+\frac{w\left(L^{*}-y\right)}{t(y)} \sum_{k=2}^{\infty}\left(\frac{s_{y}}{t(y)}\right)^{k}\right) . \tag{4.5}
\end{align*}
$$

Using that $t(y)=\sqrt{2\left(L^{*}-y\right) / \beta}$ and $y+L^{*}=\rho^{2} / \beta-\left(L^{*}-y\right)$, we get

$$
\begin{align*}
& \rho L^{*}-\rho y-\frac{\left(L^{*}-y\right)^{2}}{2 t(y)}-\frac{\rho^{2} t(y)}{2}+\frac{\beta\left(y+L^{*}\right) t(y)}{2}+\frac{\beta^{2} t(y)^{3}}{24} \\
& \quad=\rho\left(L^{*}-y\right)-\frac{\beta^{1 / 2}\left(L^{*}-y\right)^{3 / 2}}{2 \sqrt{2}}-\frac{\rho^{2} t(y)}{2}+\left(\frac{\rho^{2} t(y)}{2}-\frac{\beta^{1 / 2}\left(L^{*}-y\right)^{3 / 2}}{\sqrt{2}}\right)+\frac{\beta^{1 / 2}\left(L^{*}-y\right)^{3 / 2}}{6 \sqrt{2}} \\
& \quad=\rho\left(L^{*}-y\right)-\frac{2 \sqrt{2 \beta}}{3}\left(L^{*}-y\right)^{3 / 2} \\
& \quad=g(y) \tag{4.6}
\end{align*}
$$

Also notice that

$$
\begin{align*}
- & \frac{\left(L^{*}-y\right)^{2}}{2 t(y)} \sum_{k=4}^{\infty}\left(\frac{s_{y}}{t(y)}\right)^{k}-\frac{w^{2}}{2 t(y)} \sum_{k=0}^{\infty}\left(\frac{s_{y}}{t(y)}\right)^{k}+\frac{w\left(L^{*}-y\right)}{t(y)} \sum_{k=2}^{\infty}\left(\frac{s_{y}}{t(y)}\right)^{k} \\
& =-\frac{1}{2\left(t(y)-s_{y}\right)}\left(\left(L^{*}-y\right)\left(\frac{s_{y}}{t(y)}\right)^{2}-w\right)^{2} \\
& =-\frac{\left(\beta s_{y}^{2}-2 w\right)^{2}}{8 t} \tag{4.7}
\end{align*}
$$

For all $w$, according to (4.5), (4.6) and (4.7), replacing $t(y)$ with $\sqrt{2\left(L^{*}-y\right) / \beta}$, we have

$$
\begin{align*}
p_{t}(x, y)= & \frac{1}{\sqrt{2 \pi t}} \exp \left(g(y)-\rho w-\frac{\beta w t(y)}{2}+\frac{\beta\left(L^{*}-y\right) s_{y}}{2}+\frac{\beta w s_{y}}{2}-\frac{\beta^{2} s_{y}^{3}}{24}\right. \\
& +\frac{\beta^{2} t(y) s_{y}^{2}}{8}-\frac{\beta^{2} t(y)^{2} s_{y}}{8}-\frac{\left(L^{*}-y\right)^{2}}{2 t(y)}\left(\frac{s_{y}}{t(y)}+\frac{s_{y}^{2}}{t(y)^{2}}+\frac{s_{y}^{3}}{t(y)^{3}}\right) \\
& \left.+\frac{w\left(L^{*}-y\right)}{t(y)}\left(1+\frac{s_{y}}{t(y)}\right)-\frac{\left(\beta s_{y}^{2}-2 w\right)^{2}}{8 t}\right) \\
= & \frac{1}{\sqrt{2 \pi t}} \exp \left(g(y)-\rho w+\beta w s_{y}-\frac{\beta^{2}}{6} s_{y}^{3}-\frac{\left(\beta s_{y}^{2}-2 w\right)^{2}}{8 t}\right) \tag{4.8}
\end{align*}
$$

For all $w \in \mathbb{R}, s<t(z)$ and $y \in \mathbb{R}$, since $-\left(\beta s_{y}^{2}-2 w\right)^{2} / 8 t \leq 0$, formula (3.29) follows. Furthermore, if $s \asymp \beta^{-2 / 3}$, then by Lemma 3.2, we have $s_{y} \asymp \beta^{-2 / 3}$ for all $y \in[z-l, z+l]$. Then for $|w| \lesssim \beta^{-1 / 3}$, we get

$$
\frac{\left(\beta s_{y}^{2}-2 w\right)^{2}}{8 t}=o(1)
$$

and therefore (4.8) implies (3.30).

Proof of Lemma 3.6. Equation (3.33) follows from Lemma 6.2 in Roberts and Schweinsberg (2021) directly. We use a similar strategy as in the proof of Lemma 6.2 in Roberts and Schweinsberg (2021) to prove (3.35). For every $y \in[z-l, z+l]$, define

$$
f_{y}(x)=\left\{\begin{array}{ll}
e^{2^{-1 / 3} \beta^{2 / 3} s_{y} x} & 0<x<2^{1 / 3} C_{6} \\
0 & \text { otherwise }
\end{array} \quad \text { and } \quad f(x)= \begin{cases}e^{2^{-1 / 3} C_{5} x} & 0<x<2^{1 / 3} C_{6} \\
0 & \text { otherwise }\end{cases}\right.
$$

We can express $\Gamma_{y}$ in terms of the function $f_{y}$ by writing

$$
\begin{align*}
\Gamma_{y} & =\exp \left(2^{-1 / 3} \beta^{2 / 3} s_{y} \gamma_{1}-\frac{\beta^{2} s_{y}^{3}}{6}\right) \sum_{j \in \mathcal{N}_{u}} e^{\rho X_{j}(u)} e^{\beta s_{y}\left(L-X_{j}(u)\right)} 1_{\left\{L-C_{6} \beta^{-1 / 3}<X_{j}(u)<L\right\}} \\
& =\exp \left(2^{-1 / 3} \beta^{2 / 3} s_{y} \gamma_{1}-\frac{\beta^{2} s_{y}^{3}}{6}\right) \sum_{j \in \mathcal{N}_{u}} e^{\rho X_{j}(u)} f_{y}\left((2 \beta)^{1 / 3}\left(L-X_{j}(u)\right)\right) \tag{4.9}
\end{align*}
$$

According to Lemma 3.2, we see that $\beta^{2 / 3} s_{y} \rightarrow C_{5}$ uniformly for $y \in[z-l, z+l]$. Thus

$$
\begin{equation*}
\exp \left(2^{-1 / 3} \beta^{2 / 3} s_{y} \gamma_{1}-\frac{\beta^{2} s_{y}^{3}}{6}\right) \rightarrow \exp \left(2^{-1 / 3} \gamma_{1} C_{5}-\frac{C_{5}^{3}}{6}\right), \quad \text { as } n \rightarrow \infty \tag{4.10}
\end{equation*}
$$

Also, for every $\eta>0$, if $n$ is sufficiently large, then for all $x$,

$$
\sup _{y \in[z, z+l]}\left|f_{y}(x)-f(x)\right|<\eta f(x) .
$$

Therefore, for every $\eta>0$, if $n$ is large enough, then for all $y \in[z-l, z+l]$,

$$
\begin{align*}
&\left|\sum_{j \in \mathcal{N}_{u}} e^{\rho X_{j}(u)} f\left((2 \beta)^{1 / 3}\left(L-X_{j}(u)\right)\right)-\sum_{j \in \mathcal{N}_{u}} e^{\rho X_{j}(u)} f_{y}\left((2 \beta)^{1 / 3}\left(L-X_{j}(u)\right)\right)\right| \\
& \leq \eta \sum_{j \in \mathcal{N}_{u}} e^{\rho X_{j}(u)} f\left((2 \beta)^{1 / 3}\left(L-X_{j}(u)\right)\right) \tag{4.11}
\end{align*}
$$

Furthermore, since $u$ satisfies (3.13), equation (3.15) implies that

$$
\begin{equation*}
\frac{1}{Z(0)} \sum_{j \in \mathcal{N}_{u}} e^{\rho X_{j}(u)} f\left((2 \beta)^{1 / 3}\left(L-X_{j}(u)\right)\right) \rightarrow_{p} \frac{1}{A i^{\prime}\left(\gamma_{1}\right)^{2}} \int_{0}^{2^{1 / 3} C_{6}} e^{2^{-1 / 3} C_{5} y} A i\left(\gamma_{1}+y\right) d y \tag{4.12}
\end{equation*}
$$

As a result, equation (3.35) follows from (3.31), (4.9)-(4.12).
Proof of Lemma 3.7. First, let us summarize properties of the function $g(y)$ that will be useful throughout the proof. For $y \in\left(-\infty, L^{*}\right)$, we have

$$
g^{\prime}(y)=-\rho+\sqrt{2 \beta\left(L^{*}-y\right)}, \quad g^{\prime \prime}(y)=-\sqrt{\frac{\beta}{2\left(L^{*}-y\right)}}<0 .
$$

The function $g(y)$ is increasing in the interval $(-\infty, 0)$ and decreasing in the interval $\left[0, L^{*}\right)$. The derivative of $g(y)$ is decreasing and $g(y)$ is a concave function. Thus $g(y)$ is bounded above by its first order Taylor approximation. We have for all $x_{1}, x_{2} \in\left(-\infty, L^{*}\right]$,

$$
\begin{equation*}
g\left(x_{2}\right) \leq g\left(x_{1}\right)+g^{\prime}\left(x_{1}\right)\left(x_{2}-x_{1}\right) \tag{4.13}
\end{equation*}
$$

First consider the case $z \geq 0$. By (4.13) and the fact that the derivative of $g$ is decreasing, we have for all $y \in[z, z+d]$,

$$
g(y) \geq g(z)+g^{\prime}(y)(y-z) \geq g(z)+g^{\prime}(z+d)(y-z) .
$$

Also noticing that $t(y)$ is a decreasing function of $y$, we have

$$
\begin{aligned}
\int_{z}^{z+d} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y & \geq \frac{1}{\sqrt{2 \pi t(z)}} e^{g(z)} \int_{z}^{z+d} e^{g^{\prime}(z+d)(y-z)} d y \\
& =\frac{1}{\sqrt{2 \pi t(z)}} e^{g(z)} \frac{1}{\left|g^{\prime}(z+d)\right|}\left(1-e^{d g^{\prime}(z+d)}\right)
\end{aligned}
$$

According to the definitions of $c_{0}$ in (2.3) and $c$ in (3.16), we get

$$
d g^{\prime}(z+d) \leq d g^{\prime}(z)=-\frac{C_{11}}{1+c} \leq-\frac{C_{11}}{2} .
$$

Therefore,

$$
\begin{equation*}
\int_{z}^{z+d} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \geq \frac{1}{\sqrt{2 \pi t(z)}} e^{g(z)} \frac{1}{\left|g^{\prime}(z+d)\right|}\left(1-e^{-C_{11} / 2}\right) . \tag{4.14}
\end{equation*}
$$

Moreover, since $t(z)=c \rho / \beta$ and $\left|g^{\prime}(z+d)\right| \leq \rho$, we see that

$$
\begin{equation*}
\int_{z}^{z+d} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \gtrsim \frac{\beta^{1 / 2}}{c^{1 / 2} \rho^{3 / 2}} e^{g(z)} . \tag{4.15}
\end{equation*}
$$

On the other hand, we will separate the integral on the left hand side of (3.65) into two parts and upper bound each of them. Define

$$
\begin{equation*}
h=\beta^{-1 / 6} \sqrt{L^{*}-z}=\frac{c \rho}{\sqrt{2} \beta^{2 / 3}} \tag{4.16}
\end{equation*}
$$

We claim that $d \ll h$ and $h \ll L^{*}-z$. Indeed, since $z \gtrsim \sqrt{\rho / \beta}$, equation (3.22) gives

$$
c_{0} c \gtrsim \frac{\beta^{1 / 2}}{\rho^{3 / 2}} \gg \frac{\beta^{2 / 3}}{\rho^{2}}
$$

which implies

$$
d \asymp \frac{1}{c_{0} \rho} \ll \frac{c \rho}{\beta^{2 / 3}} \asymp h .
$$

Furthermore, because $c \gg \beta^{1 / 3} / \rho$, we have

$$
\begin{equation*}
h \asymp \frac{c \rho}{\beta^{2 / 3}} \ll \frac{c^{2} \rho^{2}}{\beta} \asymp L^{*}-z . \tag{4.17}
\end{equation*}
$$

We denote

$$
\begin{equation*}
\int_{z+d}^{L^{*}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y=\int_{z+d}^{z+h} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y+\int_{z+h}^{L^{*}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y=: K_{1}+K_{2} \tag{4.18}
\end{equation*}
$$

We first consider $K_{1}$. By (4.13), we have $g(y) \leq g(z+d)+g^{\prime}(z+d)(y-z-d)$ for $y \in[z+d, z+h]$. Hence,

$$
\begin{equation*}
K_{1} \leq \frac{1}{\sqrt{2 \pi t(z+h)}} e^{g(z+d)} \int_{z+d}^{z+h} e^{g^{\prime}(z+d)(y-z-d)} d y \leq \frac{1}{\sqrt{2 \pi t(z+h)}} e^{g(z+d)} \frac{1}{\left|g^{\prime}(z+d)\right|} \tag{4.19}
\end{equation*}
$$

Since $z \gtrsim \sqrt{\rho / \beta}$, by (3.19) and (3.22), we have

$$
\begin{equation*}
\rho d(1-c) \gg \frac{\beta^{2} d^{3}}{c^{3} \rho^{3}} . \tag{4.20}
\end{equation*}
$$

According to equations (3.19) and (4.1), we have for $n$ sufficiently large,

$$
\begin{align*}
g(z+d) & =g(z)-\rho d(1-c)-\frac{\beta d^{2}}{2 c \rho}+O\left(\frac{\beta^{2} d^{3}}{c^{3} \rho^{3}}\right) \\
& \leq g(z)-\frac{\rho d(1-c)}{2} \\
& =g(z)-\frac{C_{11}}{2(1+c)} \leq g(z)-\frac{C_{11}}{4} . \tag{4.21}
\end{align*}
$$

Also by (4.17), we have for $n$ large

$$
t(z+h)=\sqrt{1-\frac{h}{L^{*}-z}} t(z) \geq \frac{1}{2} t(z) .
$$

Combining the above two observations with (4.19), we have for $n$ large enough,

$$
\begin{equation*}
K_{1} \leq e^{-C_{11} / 4} \frac{1}{\sqrt{\pi t(z)}} e^{g(z)} \frac{1}{\left|g^{\prime}(z+d)\right|} \tag{4.22}
\end{equation*}
$$

We next consider $K_{2}$. Recalling that the function $g(y)$ is decreasing when $y \in\left[0, L^{*}\right]$ and $t(y)=$ $\sqrt{2 / \beta} \sqrt{L^{*}-y}$, we get

$$
\begin{equation*}
K_{2} \leq e^{g(z+h)} \int_{z}^{L^{*}} \frac{\beta^{1 / 4}}{2^{3 / 4} \sqrt{\pi}}\left(L^{*}-y\right)^{-1 / 4} d y=\frac{2^{5 / 4} \beta^{1 / 4}}{3 \sqrt{\pi}}\left(L^{*}-z\right)^{3 / 4} e^{g(z+h)} \tag{4.23}
\end{equation*}
$$

We are going to apply the same argument that led to (4.21). Because $z \gtrsim \sqrt{\rho / \beta}$, we have $\rho c_{0} \gg$ $\beta^{2 / 3} /(c \rho)$ by (3.22). Thus by (3.19) and (4.16), we get

$$
\rho h(1-c) \asymp \rho h c_{0} \gg \frac{\beta^{2 / 3}}{c \rho} h \asymp \frac{\beta^{2} h^{3}}{c^{3} \rho^{3}} .
$$

According to (4.1) and (4.16), since $c c_{0} \gg \beta^{7 / 12} / \rho^{7 / 4}$ by (3.22), we have for $n$ sufficiently large,

$$
g(z+h) \leq g(z)-\frac{\rho h(1-c)}{2}=g(z)-\frac{c c_{0} \rho^{2}}{2 \sqrt{2} \beta^{2 / 3}(1+c)} \leq g(z)-\frac{\rho^{1 / 4}}{\beta^{1 / 12}}
$$

Combining this result with (4.23), we get for $n$ large,

$$
\begin{equation*}
K_{2} \leq \frac{2^{5 / 4} \beta^{1 / 4}}{3 \sqrt{\pi}}\left(L^{*}-z\right)^{3 / 4} \exp \left(g(z)-\frac{\rho^{1 / 4}}{\beta^{1 / 12}}\right) \asymp \frac{c^{3 / 2} \rho^{3 / 2}}{\beta^{1 / 2}} \exp \left(g(z)-\frac{\rho^{1 / 4}}{\beta^{1 / 12}}\right) \tag{4.24}
\end{equation*}
$$

Furthermore, since $c \leq 1$ and $\rho^{3} \gg \beta$, we notice that

$$
\begin{equation*}
\frac{c^{3 / 2} \rho^{3 / 2}}{\beta^{1 / 2}} \exp \left(g(z)-\frac{\rho^{1 / 4}}{\beta^{1 / 12}}\right) \ll \frac{\beta^{1 / 2}}{c^{1 / 2} \rho^{3 / 2}} e^{g(z)} \tag{4.25}
\end{equation*}
$$

As a result, equations (4.15), (4.24) and (4.25) imply

$$
\begin{equation*}
K_{2} \ll \int_{z}^{z+d} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \tag{4.26}
\end{equation*}
$$

For any $\eta>0$, choosing $C_{11}$ large enough such that $\eta\left(1-e^{-C_{11} / 2}\right) / \sqrt{2}>e^{-C_{11} / 4}$, equation (3.65) follows from (4.14), (4.18), (4.22) and (4.26).

Next consider the case $z \leq 0$. The proof is similar to the previous case. By (4.13) and the fact that the derivative of $g$ is decreasing, we have for all $y \in[z-d, z]$,

$$
g(y) \geq g(z)-g^{\prime}(y)(z-y) \geq g(z)-g^{\prime}(z-d)(z-y)
$$

Also, note that $t(y)$ is a decreasing function of $y$. Thus,

$$
\begin{aligned}
\int_{z-d}^{z} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y & \geq \frac{1}{\sqrt{2 \pi t(z-d)}} e^{g(z)} \int_{z-d}^{z} e^{-g^{\prime}(z+d)(z-y)} d y \\
& =\frac{1}{\sqrt{2 \pi t(z-d)}} e^{g(z)} \frac{1}{g^{\prime}(z-d)}\left(1-e^{-d g^{\prime}(z-d)}\right)
\end{aligned}
$$

According to the definitions of $c_{0}$ in (2.3) and $c$ in (3.16), since $c \in[1,3 / 2)$, we get

$$
-d g^{\prime}(z-d) \leq-d g^{\prime}(z)=-\frac{C_{11}}{1+c} \leq-\frac{2 C_{11}}{5}
$$

Therefore,

$$
\begin{equation*}
\int_{z-d}^{z} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \geq \frac{1}{\sqrt{2 \pi t(z-d)}} e^{g(z)} \frac{1}{g^{\prime}(z-d)}\left(1-e^{-2 C_{11} / 5}\right) \tag{4.27}
\end{equation*}
$$

On the other hand, since $g(y) \leq g(z-d)+g^{\prime}(z-d)(y-z+d)$ by (4.13) and $t(y)$ is decreasing, we get

$$
\begin{align*}
\int_{-\infty}^{z-d} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y & \leq \frac{1}{\sqrt{2 \pi t(z-d)}} e^{g(z-d)} \int_{-\infty}^{z-d} e^{g^{\prime}(z-d)(y-z+d)} d y \\
& \leq \frac{1}{\sqrt{2 \pi t(z-d)}} e^{g(z-d)} \frac{1}{g^{\prime}(z-d)} \tag{4.28}
\end{align*}
$$

We will apply the argument that led to (4.21) again. Note that under the current scenario $c_{0}<0$ and $1 \leq c<3 / 2$. From (3.19), (4.1) and (4.20), we get for $n$ sufficiently large,

$$
g(z-d) \leq g(z)+\frac{\rho d(1-c)}{2}=g(z)-\frac{C_{11}}{2(1+c)} \leq g(z)-\frac{C_{11}}{5}
$$

Combining the above formula with (4.28), we get for $n$ large

$$
\begin{equation*}
\int_{-\infty}^{z-d} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y \leq \frac{1}{\sqrt{2 \pi t(z-d)}} e^{g(z)} \frac{1}{g^{\prime}(z-d)} e^{-C_{11} / 5} \tag{4.29}
\end{equation*}
$$

For any $\eta>0$, choosing $C_{11}$ large enough such that $\eta\left(1-e^{-2 C_{11} / 5}\right)>e^{-C_{11} / 5}$, equation (3.66) follows from (4.27) and (4.29). Therefore, for any $\eta>0$, we can choose $C_{11}$ large enough such that (3.64)-(3.66) all hold and the lemma follows.

Proof of Lemma 3.8. First consider the case $z>0$. For $x \leq L$ and $y \in[\zeta, \infty)$, from (1.42),

$$
\begin{equation*}
\frac{p_{t}(x, y)}{p_{t}(x, \zeta)}=\exp \left(-(y-\zeta)\left(\rho-\frac{\beta t}{2}-\frac{2 x-\zeta-y}{2 t}\right)\right) \tag{4.30}
\end{equation*}
$$

Using that $x \leq L$ and $y \geq \zeta$, we have

$$
\begin{aligned}
\rho-\frac{\beta t}{2}-\frac{2 x-\zeta-y}{2 t} & \geq \rho-\frac{\beta t(z)}{2}+\frac{\beta s}{2}-\frac{2(L-z-2 d)}{2 t} \\
& \geq \rho-\frac{\beta t(z)}{2}+\frac{\beta s}{2}-\frac{L^{*}-z}{t}+\frac{2^{-1 / 3} \beta^{-1 / 3} \gamma_{1}}{t}
\end{aligned}
$$

Note that we can expand $1 / t$ as a geometric sum and thus

$$
\frac{L^{*}-z}{t}=\frac{L^{*}-z}{t(z)}+\frac{\left(L^{*}-z\right) s}{t(z)^{2}}+\frac{\left(L^{*}-z\right) s^{2}}{t(z)^{3}} \sum_{k=0}^{\infty}\left(\frac{s}{t(z)}\right)^{k}=\frac{L^{*}-z}{t(z)}+\frac{\left(L^{*}-z\right) s}{t(z)^{2}}+\frac{\left(L^{*}-z\right) s^{2}}{t(z)^{2} t}
$$

Recall from (3.17) that $t(z)=c \rho / \beta$ and $L^{*}-z=c^{2} \rho^{2} /(2 \beta)$. Therefore, from the above two formulas, we get

$$
\rho-\frac{\beta t}{2}-\frac{2 x-\zeta-y}{2 t} \geq \rho(1-c)-\frac{\beta s^{2}}{2 t}+\frac{2^{-1 / 3} \beta^{-1 / 3} \gamma_{1}}{t}
$$

Since $z \gtrsim \sqrt{\rho / \beta}$, we have $\rho(1-c) \gg \beta^{2 / 3} /(c \rho)$ by (3.19) and (3.22). Thus,

$$
\left|-\frac{\beta s^{2}}{2 t}+\frac{2^{-1 / 3} \beta^{-1 / 3} \gamma_{1}}{t}\right| \asymp \frac{\beta^{2 / 3}}{c \rho} \ll \rho(1-c)
$$

Therefore, for $n$ sufficiently large, we have for all $x \leq L$ and $y \in[\zeta, \infty)$,

$$
\begin{equation*}
\rho-\frac{\beta t}{2}-\frac{2 x-\zeta-y}{2 t} \geq \frac{\rho}{2}(1-c) \tag{4.31}
\end{equation*}
$$

Equation (3.67) follows from (4.30) and (4.31).

Next consider the case $z<0$. We are going to apply an argument that is similar to the proof of (3.29). Writing $r=z-y$ and expressing $p_{t}(x, y)$ in terms of $s, w, r$ and $z$, we have

$$
\begin{align*}
p_{t}(x, y)= & \frac{1}{\sqrt{2 \pi t}} \exp \left(\rho\left(L^{*}-w\right)-\rho(z-r)-\frac{\left(L^{*}-z+r-w\right)^{2}}{2 t(z)} \sum_{k=0}^{\infty}\left(\frac{s}{t(z)}\right)^{k}-\frac{\rho^{2}}{2}(t(z)-s)\right. \\
& \left.+\frac{\beta\left(z-r+L^{*}-w\right)(t(z)-s)}{2}+\frac{\beta^{2}(t(z)-s)^{3}}{24}\right) \\
= & \frac{1}{\sqrt{2 \pi t}} \exp \left(\rho L^{*}-\rho z-\frac{\left(L^{*}-z\right)^{2}}{2 t(z)}-\frac{\rho^{2} t(z)}{2}+\frac{\beta\left(z+L^{*}\right) t(z)}{2}+\frac{\beta^{2} t(z)^{3}}{24}\right) \\
& \times \exp \left(-\rho w+\rho r-\frac{\beta(r+w) t(z)}{2}+\frac{\beta\left(L^{*}-z\right) s}{2}+\frac{\beta(r+w) s}{2}-\frac{\beta^{2} s^{3}}{24}+\frac{\beta^{2} t(z) s^{2}}{8}\right. \\
& -\frac{\beta^{2} t(z)^{2} s}{8}-\frac{\left(L^{*}-z\right)^{2}}{2 t(z)}\left(\frac{s}{t(z)}+\frac{s^{2}}{t(z)^{2}}+\frac{s^{3}}{t(z)^{3}}\right)-\frac{(r-w)\left(L^{*}-z\right)}{t(z)}\left(1+\frac{s}{t(z)}\right) \\
& \left.-\frac{\left(L^{*}-z\right)^{2}}{2 t(z)} \sum_{k=4}^{\infty}\left(\frac{s}{t(z)}\right)^{k}-\frac{(r-w)^{2}}{2 t(z)} \sum_{k=0}^{\infty}\left(\frac{s}{t(z)}\right)^{k}-\frac{(r-w)\left(L^{*}-z\right)}{t(z)} \sum_{k=2}^{\infty}\left(\frac{s}{t(z)}\right)^{k}\right) \tag{4.32}
\end{align*}
$$

By a computation similar to the one leading to (4.7), we get

$$
\begin{aligned}
- & \frac{\left(L^{*}-z\right)^{2}}{2 t(z)} \sum_{k=4}^{\infty}\left(\frac{s}{t(z)}\right)^{k}-\frac{(r-w)^{2}}{2 t(z)} \sum_{k=0}^{\infty}\left(\frac{s}{t(z)}\right)^{k}-\frac{(r-w)\left(L^{*}-z\right)}{t(z)} \sum_{k=2}^{\infty}\left(\frac{s}{t(z)}\right)^{k} \\
& =-\frac{\left(\beta s^{2}+2 r-2 w\right)^{2}}{8 t} \\
& \leq 0
\end{aligned}
$$

Combining the previous two formulas with (3.17) and (4.6), we have

$$
\begin{aligned}
p_{t}(x, y) \leq & \frac{1}{\sqrt{2 \pi t}} \exp \left(g(z)-\rho w+\rho r-\frac{\beta(r+w) t(z)}{2}+\frac{\beta\left(L^{*}-z\right) s}{2}+\frac{\beta(r+w) s}{2}-\frac{\beta^{2} s^{3}}{24}\right. \\
& +\frac{\beta^{2} t(z) s^{2}}{8}-\frac{\beta^{2} t(z)^{2} s}{8}-\frac{\left(L^{*}-z\right)^{2}}{2 t(z)}\left(\frac{s}{t(z)}+\frac{s^{2}}{t(z)^{2}}+\frac{s^{3}}{t(z)^{3}}\right) \\
& \left.-\frac{(r-w)\left(L^{*}-z\right)}{t(z)}\left(1+\frac{s}{t(z)}\right)\right) \\
= & \frac{1}{\sqrt{2 \pi t}} \exp \left(g(z)-(c-1) \rho r-\rho w+\beta s w-\frac{\beta^{2} s^{3}}{6}\right)
\end{aligned}
$$

which is (3.68). Furthermore, let

$$
c_{\zeta}=\sqrt{1-\frac{\zeta}{L^{*}}} .
$$

Note that that $t=t(\zeta)-s_{\zeta}$ and $s_{\zeta} \asymp \beta^{-2 / 3}$ by (3.26). Thus for $y \leq \zeta$, equation (3.68) holds with $\zeta$ in place of $z, c_{\zeta}$ in place of $c$ and $s_{\zeta}$ in place of $s$, so we have

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{1}{\sqrt{2 \pi t}} \exp \left(g(\zeta)-\left(c_{\zeta}-1\right) \rho(\zeta-y)-\rho w+\beta s_{\zeta} w-\frac{\beta^{2} s_{\zeta}^{3}}{6}\right) \tag{4.33}
\end{equation*}
$$

Since $\zeta \leq z<0$, we have $c_{\zeta}>c>1$. Therefore, equation (3.69) follows from (4.33).

## 5. Second moment estimate

5.1. Proof of Lemma 3.5. A key step in the proof of Lemma 3.5 is the following second moment estimate, which will be proved in Section 5.2. Recall that $p_{t}^{L}(x, y)$ is the density of the process in which particles are killed at $L$.

Lemma 5.1. For every $z$ satisfying (1.19), (2.1) and (2.2), let

$$
0 \leq s \lesssim \beta^{-2 / 3}, \quad t=t(z)-s .
$$

Suppose $0 \leq L-x \lesssim \beta^{-1 / 3}$. Then

$$
\begin{equation*}
\int_{0}^{t} \int_{-\infty}^{L} p_{u}^{L}(x, r)\left(p_{t-u}^{L}(r, z)\right)^{2} d r d u \lesssim \frac{\beta^{2 / 3}}{t(z) \rho^{4}} \exp \left(\rho x-2 \rho z+\rho L-\frac{4 \sqrt{2 \beta}}{3}\left(L^{*}-z\right)^{3 / 2}\right) . \tag{5.1}
\end{equation*}
$$

Note that equation (5.1) means that the ratio between the left hand side and the right hand side is bounded above by a positive constant uniformly for all $n$ and all $z$ satisfying (1.19), (2.1) and (2.2).

Proof of Lemma 3.5. According to the standard second moment formula (see e.g. Theorem 2.2 in Sawyer (1976)), we have

$$
\begin{equation*}
E\left[N_{t}^{L}(\mathcal{I})^{2}\right] \lesssim \int_{\mathcal{I}} p_{t}^{L}(x, y) d y+2 \int_{0}^{t} \int_{-\infty}^{L} p_{u}^{L}(x, r)\left(\int_{\mathcal{I}} p_{t-u}^{L}(r, y) d y\right)^{2} d r d u \tag{5.2}
\end{equation*}
$$

Regarding the first term in (5.2), we upper bound $p_{t}^{L}(x, y)$ by $p_{t}(x, y)$ and then apply (3.29) to get

$$
\int_{\mathcal{I}} p_{t}^{L}(x, y) d y \leq \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t}} \exp \left(g(y)-\rho\left(L^{*}-x\right)+\beta\left(L^{*}-x\right)(t(y)-t)-\frac{\beta^{2}}{6}(t(y)-t)^{3}\right) d y
$$

On account of (3.26), we observe that $0 \leq t(y)-t \asymp \beta^{-2 / 3}$ for $y \in \mathcal{I}$. Also notice that $\left|L^{*}-x\right| \lesssim$ $\beta^{-1 / 3}$. Therefore, we get

$$
\begin{align*}
\int_{\mathcal{I}} p_{t}^{L}(x, y) d y & \lesssim \int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} \exp \left(g(y)-\rho L^{*}+\rho x\right) d y \\
& =\frac{\beta^{2 / 3}}{\rho^{4}} e^{\rho x+\rho L-2 \rho L^{*}}\left(\int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)^{2} \frac{\rho^{4}}{\beta^{2 / 3}} e^{-\rho L+\rho L^{*}}\left(\int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)^{-1} \tag{5.3}
\end{align*}
$$

For $z$ satisfying (1.19), we see that $g(z) \geq 0$ and $t(y) \leq 2 t(z)$ for all $y \in \mathcal{I}$ when $n$ is large enough. Also note that $c<3 / 2, \rho / \beta^{1 / 3} \gg 1$ and $\gamma_{1}<0$. By (3.17), we get for $n$ large,

$$
\begin{aligned}
\frac{\rho^{4}}{\beta^{2 / 3}} e^{-\rho L+\rho L^{*}}\left(\int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)^{-1} & \leq \frac{\rho^{4}}{\beta^{2 / 3}} e^{-\rho L+\rho L^{*}}\left(\frac{l}{2 \sqrt{\pi t(z)}}\right)^{-1} \\
& =\frac{2 \sqrt{\pi} c^{1 / 2} \rho}{l}\left(\frac{\rho}{\beta^{1 / 3}}\right)^{7 / 2} \exp \left(\frac{\gamma_{1} \rho}{2^{1 / 3} \beta^{1 / 3}}\right)
\end{aligned}
$$

$$
\begin{equation*}
\ll 1 \tag{5.4}
\end{equation*}
$$

By (5.3) and (5.4), we have

$$
\begin{equation*}
\int_{\mathcal{I}} p_{t}^{L}(x, y) d y \ll \frac{\beta^{2 / 3}}{\rho^{4}} e^{\rho x+\rho L-2 \rho L^{*}}\left(\int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t_{y}}} e^{g(y)} d y\right)^{2} \tag{5.5}
\end{equation*}
$$

Regarding the second part of (5.2), by the Cauchy-Schwarz inequality and Tonelli's theorem, we have

$$
\begin{equation*}
\int_{0}^{t} \int_{-\infty}^{L} p_{u}^{L}(x, r)\left(\int_{\mathcal{I}} p_{t-u}^{L}(r, y) d y\right)^{2} d r d u \leq l \int_{\mathcal{I}} \int_{0}^{t} \int_{-\infty}^{L} p_{u}^{L}(x, r)\left(p_{t-u}^{L}(r, y)\right)^{2} d r d u d y \tag{5.6}
\end{equation*}
$$

We want to apply Lemma 5.1 to upper bound the above expression. First, by Lemma 3.1, we know that (1.19) holds with $y$ in place of $z$. Also, by Lemma 3.2, for all $y \in \mathcal{I}$,

$$
t(y)=t(z) \pm o\left(\beta^{-2 / 3}\right)
$$

As a result, the assumptions in Lemma 5.1 are satisfied, and we can apply Lemma 5.1 to get

$$
\begin{align*}
& l \int_{\mathcal{I}} \int_{0}^{t} \int_{-\infty}^{L} p_{u}^{L}(x, r)\left(p_{t-u}^{L}(r, y)\right)^{2} d r d u d y \\
& \quad \lesssim \frac{l \beta^{2 / 3}}{\rho^{4}} \int_{\mathcal{I}} \frac{1}{2 \pi t(y)} \exp \left(\rho x-2 \rho y+\rho L-\frac{4 \sqrt{2 \beta}}{3}\left(L^{*}-y\right)^{3 / 2}\right) d y \\
& \quad=\frac{\beta^{2 / 3}}{\rho^{4}} e^{\rho x+\rho L-2 \rho L^{*}} l \int_{\mathcal{I}} \frac{1}{2 \pi t(y)} e^{2 g(y)} d y \tag{5.7}
\end{align*}
$$

According to Lemma 3.3, we have for all $y \in \mathcal{I}$,

$$
e^{g(z)} \asymp e^{g(y)}
$$

From the previous equation and (3.27), we get

$$
\begin{equation*}
l \int_{\mathcal{I}} \frac{1}{2 \pi t(y)} e^{2 g(y)} d y \asymp\left(\int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)^{2} \tag{5.8}
\end{equation*}
$$

By equations (5.6), (5.7) and (5.8), we obtain

$$
\begin{equation*}
\int_{0}^{t} \int_{-\infty}^{L} p_{u}^{L}(x, r)\left(\int_{\mathcal{I}} p_{t-u}^{L}(r, y) d y\right)^{2} d r d u \lesssim \frac{\beta^{2 / 3}}{\rho^{4}} e^{\rho x+\rho L-2 \rho L^{*}}\left(\int_{\mathcal{I}} \frac{1}{\sqrt{2 \pi t(y)}} e^{g(y)} d y\right)^{2} \tag{5.9}
\end{equation*}
$$

The lemma follows from (5.2), (5.5) and (5.9).
5.2. Proof of Lemma 5.1. The proof of Lemma 5.1 will be divided into the following three lemmas.

Lemma 5.2. For every $z$ satisfying (1.19), (2.1) and (2.2), let

$$
0 \leq s \lesssim \beta^{-2 / 3}, \quad t=t(z)-s, \quad u_{1}=\beta^{-7 / 12}\left(L^{*}-z\right)^{1 / 4}
$$

Suppose $0 \leq L-x \lesssim \beta^{-1 / 3}$. Then

$$
\begin{equation*}
I_{1}:=\int_{0}^{u_{1}} \int_{-\infty}^{L} p_{u}^{L}(x, r)\left(p_{t-u}^{L}(r, z)\right)^{2} d r d u \lesssim \frac{\beta^{2 / 3}}{t(z) \rho^{4}} \exp \left(\rho x-2 \rho z+\rho L-\frac{4 \sqrt{2 \beta}}{3}\left(L^{*}-z\right)^{3 / 2}\right) \tag{5.10}
\end{equation*}
$$

Lemma 5.3. For every $z$ satisfying

$$
\begin{equation*}
L^{*}-z \gg \beta^{-1 / 3} \log ^{4 / 3}\left(\rho / \beta^{1 / 3}\right), \quad z-L^{\dagger} \gg \beta^{-1 / 3} \tag{5.11}
\end{equation*}
$$

let

$$
0 \leq s \lesssim \beta^{-2 / 3}, \quad t=t(z)-s, \quad u_{1}=\beta^{-7 / 12}\left(L^{*}-z\right)^{1 / 4}
$$

Suppose $0 \leq L-x \lesssim \beta^{-1 / 3}$. Then

$$
\begin{equation*}
I_{2}:=\int_{u_{1}}^{t} \int_{-\infty}^{L} p_{u}^{L}(x, r)\left(p_{t-u}^{L}(r, z)\right)^{2} d r d u \lesssim \frac{\beta^{2 / 3}}{t(z) \rho^{4}} \exp \left(\rho x-2 \rho z+\rho L-\frac{4 \sqrt{2 \beta}}{3}\left(L^{*}-z\right)^{3 / 2}\right) \tag{5.12}
\end{equation*}
$$

Lemma 5.4. For every positive $z$ satisfying

$$
\begin{equation*}
\beta^{-1 / 3} \ll L^{*}-z \lesssim \beta^{-1 / 3} \log ^{4 / 3}\left(\rho / \beta^{1 / 3}\right), \tag{5.13}
\end{equation*}
$$

let

$$
0 \leq s \lesssim \beta^{-2 / 3}, \quad t=t(z)-s, \quad u_{1}=\beta^{-7 / 12}\left(L^{*}-z\right)^{1 / 4} .
$$

Suppose $0 \leq L-x \lesssim \beta^{-1 / 3}$. Then (5.12) holds.
Proof of Lemma 5.1. It suffices to show that for every subsequence $\left(n_{j}\right)_{j=1}^{\infty}$, there exists a subsubsequence $\left(n_{j_{k}}\right)_{k=1}^{\infty}$, such that

$$
\begin{align*}
& \int_{0}^{t_{n_{j_{k}}}} \int_{-\infty}^{L_{n_{j_{k}}}} p_{u}^{L_{n_{j_{k}}}}\left(x_{n_{j_{k}}}, r\right)\left(p_{t_{n_{j_{k}}}-u_{n_{j_{k}}}}^{L_{n_{j_{k}}}}\left(r, z_{n_{j_{k}}}\right)\right)^{2} d r d u \\
& \quad \lesssim \frac{\beta_{n_{j_{k}}}^{2 / 3}}{t_{n_{j_{k}}}\left(z_{n_{j_{k}}}\right) \rho_{n_{j_{k}}}^{4}} \exp \left(\rho_{n_{j_{k}}} x_{n_{j_{k}}}-2 \rho_{n_{j_{k}}} z_{n_{j_{k}}}+\rho_{n_{j_{k}}} L_{n_{j_{k}}}-\frac{4 \sqrt{2 \beta_{n_{j_{k}}}}}{3}\left(L_{n_{j_{k}}}^{*}-z_{n_{j_{k}}}\right)^{3 / 2}\right) . \tag{5.14}
\end{align*}
$$

Given a subsequence $\left(n_{j}\right)_{j=1}^{\infty}$, there exists a further subsequence $\left(n_{j_{k}}\right)_{k=1}^{\infty}$ such that one of the following holds:

$$
\begin{aligned}
& \text { (1) } L_{n_{j_{k}}}^{*}-z_{n_{j_{k}}} \gg \beta_{n_{j_{k}}}^{-1 / 3} \log ^{4 / 3}\left(\rho_{n_{j_{k}}} / \beta_{n_{j_{k}}}^{1 / 3}\right) \text { and } z_{n_{j_{k}}}-L_{n_{j_{k}}}^{\dagger} \gg \beta_{n_{j_{k}}}^{-1 / 3} . \\
& \text { (2) } \beta_{n_{j_{k}}}^{-1 / 3} \ll L_{n_{j_{k}}}^{*}-z_{n_{j_{k}}} \lesssim \beta_{n_{j_{k}}}^{-1 / 3} \log ^{4 / 3}\left(\rho_{n_{j_{k}}} / \beta_{n_{j_{k}}}^{1 / 3}\right) .
\end{aligned}
$$

In case 1, equation (5.14) follows from Lemmas 5.2 and 5.3. In case 2, equation (5.14) follows from Lemmas 5.2 and 5.4.

The second moment estimate relies on delicate estimates of the density. Different approximations to the density $p_{t}^{L}(x, y)$ were obtained in Roberts and Schweinsberg (2021). The following results come from Lemmas 2.6, 2.7 and 2.8 in Roberts and Schweinsberg (2021).

Lemma 5.5. For all $t \geq 0$ and $x, y<L$, we have

$$
\begin{equation*}
p_{t}^{L}(x, y) \lesssim \min \left\{\frac{1}{t^{1 / 2}}, \frac{(L-x)(L-y)}{t^{3 / 2}}\right\} \exp \left(\rho x-\rho y-\frac{(y-x)^{2}}{2 t}-\frac{\rho^{2} t}{2}+\beta L t\right) \tag{5.15}
\end{equation*}
$$

Moreover, when $t \geq 2 \beta^{-2 / 3}, 0 \leq L-x \lesssim \beta^{-1 / 3}$ and $y<L$, we have

$$
\begin{align*}
p_{t}^{L}(x, y) \lesssim & \frac{\beta^{1 / 3}(L-x)}{\sqrt{t}} \max \left\{1, \frac{1}{\beta^{1 / 3} t}\left(L-y-\frac{\beta t^{2}}{2}\right)\right\} \\
& \times \exp \left(\rho x-\rho y-\frac{(y-x)^{2}}{2 t}-\frac{\rho^{2} t}{2}+\frac{\beta(x+y) t}{2}+\frac{\beta^{2} t^{3}}{24}+\frac{1}{2 \beta^{1 / 3} t}\left(L-y-\frac{\beta t^{2}}{2}\right)\right) . \tag{5.16}
\end{align*}
$$

It remains now to prove Lemmas 5.2, 5.3 and 5.4.

Proof of Lemma 5.2. For all $u \in\left[0, u_{1}\right]$, we see that $t-u \geq t / 2 \gg \beta^{-2 / 3}$ for $n$ sufficiently large. We will bound $p_{u}^{L}(x, r)$ by equation (5.15) and $p_{t-u}^{L}(r, z)$ by equations (1.42) and (5.16). We have

$$
\begin{aligned}
I_{1} \lesssim & \int_{0}^{u_{1}} \int_{-\infty}^{L} \min \left\{\frac{1}{u^{1 / 2}}, \frac{(L-x)(L-r)}{u^{3 / 2}}\right\} \exp \left(\rho x-\rho r-\frac{(x-r)^{2}}{2 u}-\frac{\rho^{2} u}{2}+\beta L u\right) \\
& \times \frac{1}{t-u}\left(1_{\left\{L-r>\beta^{-1 / 3}\right\}}+\beta^{2 / 3}(L-r)^{2}\left(\max \left\{1, \frac{1}{\beta^{1 / 3}(t-u)}\left(L-z-\frac{\beta(t-u)^{2}}{2}\right)\right\}\right)^{2}\right. \\
& \left.\times \exp \left(\frac{1}{\beta^{1 / 3}(t-u)}\left(L-z-\frac{\beta(t-u)^{2}}{2}\right)\right) 1_{\left\{0 \leq L-r \leq \beta^{-1 / 3}\right\}}\right) \\
& \times \exp \left(2 \rho r-2 \rho z-\frac{(r-z)^{2}}{t-u}-\rho^{2}(t-u)+\beta(r+z)(t-u)+\frac{\beta^{2}(t-u)^{3}}{12}\right) d r d u
\end{aligned}
$$

Denote

$$
M(u, r, x)=\min \left\{\frac{1}{u^{1 / 2}}, \frac{(L-x) r}{u^{3 / 2}}\right\}
$$

and

$$
\begin{gathered}
N(u, r, z)=1_{\left\{r>\beta^{-1 / 3}\right\}}+\beta^{2 / 3} r^{2}\left(\max \left\{1, \frac{1}{\beta^{1 / 3}(t-u)}\left(L-z-\frac{\beta(t-u)^{2}}{2}\right)\right\}\right)^{2} \\
\times \exp \left(\frac{1}{\beta^{1 / 3}(t-u)}\left(L-z-\frac{\beta(t-u)^{2}}{2}\right)\right) 1_{\left\{0 \leq r \leq \beta^{-1 / 3}\right\}}
\end{gathered}
$$

Interchanging the roles of $r$ and $L-r$, we have

$$
\begin{aligned}
I_{1} \lesssim & \int_{0}^{u_{1}} \int_{0}^{\infty} \frac{1}{t-u} M(u, r, x) N(u, r, z) \exp \left(\rho x-2 \rho z+\rho L-\rho r-\frac{(x-L+r)^{2}}{2 u}-\frac{(L-r-z)^{2}}{t-u}\right. \\
& \left.+\frac{\rho^{2} u}{2}-\rho^{2} t+\beta L u+\beta(L-r)(t-u)+\beta z(t-u)+\frac{\beta^{2}(t-u)^{3}}{12}\right) d r d u
\end{aligned}
$$

Since $t=t(z)-s, L=L^{*}-(2 \beta)^{-1 / 3} \gamma_{1}$ and

$$
\begin{equation*}
\frac{1}{t-u}=\frac{1}{t(z)} \sum_{k=0}^{\infty}\left(\frac{u+s}{t(z)}\right)^{k} \tag{5.17}
\end{equation*}
$$

we can express $-(L-r-z)^{2} /(t-u)$ as

$$
\begin{align*}
& -\frac{\left(L^{*}-z\right)^{2}}{t(z)} \sum_{k=0}^{\infty}\left(\frac{u+s}{t(z)}\right)^{k}-\frac{\left((2 \beta)^{-1 / 3} \gamma_{1}+r\right)^{2}}{t-u}+\frac{2\left(L^{*}-z\right) r}{t-u}+\frac{2\left(L^{*}-z\right)(2 \beta)^{-1 / 3} \gamma_{1}}{t-u} \\
& \quad \leq-\frac{\left(L^{*}-z\right)^{2}}{t(z)}-\frac{\left(L^{*}-z\right)^{2}}{t(z)^{2}}(u+s)-\frac{\left(L^{*}-z\right)^{2}}{t(z)^{3}}(u+s)^{2}-\frac{\left(L^{*}-z\right)^{2}}{t(z)^{4}}(u+s)^{3}+\frac{2\left(L^{*}-z\right) r}{t-u} \\
& \quad+\frac{2\left(L^{*}-z\right)(2 \beta)^{-1 / 3} \gamma_{1}}{t-u} . \tag{5.18}
\end{align*}
$$

Rearranging all the terms, $I_{1}$ can be further bounded as follows:

$$
\begin{align*}
I_{1} \lesssim & \exp \left(\rho x-2 \rho z+\rho L-\rho^{2} t(z)+\beta L^{*} t(z)+\beta z t(z)+\frac{\beta^{2} t(z)^{3}}{12}-\frac{\left(L^{*}-z\right)^{2}}{t(z)}\right) \int_{0}^{u_{1}} \int_{0}^{\infty} \frac{1}{t-u} \\
& \times M(u, r, x) N(u, r, z) \exp \left(-\rho r-\frac{((L-x)-r)^{2}}{2 u}-\frac{\left(L^{*}-z\right)^{2}}{t(z)^{2}}(u+s)-\frac{\left(L^{*}-z\right)^{2}}{t(z)^{3}}(u+s)^{2}\right. \\
& -\frac{\left(L^{*}-z\right)^{2}}{t(z)^{4}}(u+s)^{3}+\frac{2\left(L^{*}-z\right) r}{t-u}+\frac{2\left(L^{*}-z\right)(2 \beta)^{-1 / 3} \gamma_{1}}{t-u}+\frac{\rho^{2} u}{2}+\rho^{2} s-\beta(2 \beta)^{-1 / 3} \gamma_{1} t \\
& \left.-\beta(t-u) r-\beta z(u+s)-\beta L^{*} s-\frac{\beta^{2}(u+s)^{3}}{12}-\frac{\beta^{2} t(z)^{2}(u+s)}{4}+\frac{\beta^{2} t(z)(u+s)^{2}}{4}\right) d r d u . \tag{5.19}
\end{align*}
$$

Note that

$$
\begin{equation*}
-\rho^{2} t(z)+\beta L^{*} t(z)+\beta z t(z)+\frac{\beta^{2} t(z)^{3}}{12}-\frac{\left(L^{*}-z\right)^{2}}{t(z)}=-\frac{4 \sqrt{2 \beta}}{3}\left(L^{*}-z\right)^{3 / 2} \tag{5.20}
\end{equation*}
$$

Also,

$$
\begin{aligned}
\frac{2\left(L^{*}-z\right)(2 \beta)^{-1 / 3} \gamma_{1}}{t-u}-\beta(2 \beta)^{-1 / 3} \gamma_{1} t & <\frac{2\left(L^{*}-z\right)(2 \beta)^{-1 / 3} \gamma_{1}}{t(z)}-\beta(2 \beta)^{-1 / 3} \gamma_{1} t(z)+\beta(2 \beta)^{-1 / 3} \gamma_{1} s \\
& =\beta(2 \beta)^{-1 / 3} \gamma_{1} s \\
& <0,
\end{aligned}
$$

and

$$
\frac{\rho^{2} u}{2}+\rho^{2} s-\beta z(u+s)-\beta L^{*} s=\beta\left(L^{*}-z\right)(u+s)
$$

Combining the above four formulas, we get

$$
\begin{aligned}
I_{1} \lesssim & \frac{1}{t} \exp \left(\rho x-2 \rho z+\rho L-\frac{4 \sqrt{2 \beta}}{3}\left(L^{*}-z\right)^{3 / 2}\right) \\
& \int_{0}^{u_{1}} \int_{0}^{\infty} M(u, r, x) N(u, r, z) \exp \left(-r\left(\rho+\beta(t-u)-\frac{2\left(L^{*}-z\right)}{t-u}\right)-\frac{((L-x)-r)^{2}}{2 u}\right. \\
& -\frac{\left(L^{*}-z\right)^{2}}{t(z)^{2}}(u+s)-\frac{\left(L^{*}-z\right)^{2}}{t(z)^{3}}(u+s)^{2}-\frac{\left(L^{*}-z\right)^{2}}{t(z)^{4}}(u+s)^{3}+\beta\left(L^{*}-z\right)(u+s) \\
& \left.-\frac{\beta^{2}(u+s)^{3}}{12}-\frac{\beta^{2} t(z)^{2}(u+s)}{4}+\frac{\beta^{2} t(z)(u+s)^{2}}{4}\right) d r d u .
\end{aligned}
$$

Observe that

$$
\begin{gathered}
-\frac{\left(L^{*}-z\right)^{2}}{t(z)^{2}}(u+s)+\beta\left(L^{*}-z\right)(u+s)-\frac{\beta^{2} t(z)^{2}(u+s)}{4}=0, \\
-\frac{\left(L^{*}-z\right)^{2}}{t(z)^{3}}(u+s)^{2}+\frac{\beta^{2} t(z)(u+s)^{2}}{4}=0 \\
-\frac{\left(L^{*}-z\right)^{2}}{t(z)^{4}}(u+s)^{3}-\frac{\beta^{2}(u+s)^{3}}{12} \leq-\frac{\beta^{2} u^{3}}{3} .
\end{gathered}
$$

Therefore,

$$
\begin{align*}
I_{1} \lesssim & \frac{1}{t} \exp \left(\rho x-2 \rho z+\rho L-\frac{4 \sqrt{2 \beta}}{3}\left(L^{*}-z\right)^{3 / 2}\right) \int_{0}^{u_{1}} \int_{0}^{\infty} M(u, r, x) N(u, r, z) \\
& \quad \exp \left(-r\left(\rho+\beta(t-u)-\frac{2\left(L^{*}-z\right)}{t-u}\right)-\frac{((L-x)-r)^{2}}{2 u}-\frac{\beta^{2} u^{3}}{3}\right) d r d u . \tag{5.21}
\end{align*}
$$

Denote the double integral as $J$. Write $J=J_{1}+J_{2}$ where $J_{1}$ is the portion of the double integral for which $r>\beta^{-1 / 3}$ and $J_{2}$ is the portion of the double integral for which $0 \leq r \leq \beta^{-1 / 3}$. We first estimate $J_{1}$. Since $u \leq u_{1}=\beta^{-7 / 12}\left(L^{*}-z\right)^{1 / 4}$ and $s \ll u_{1}$, we see that $\beta(u+s) \ll \rho$. Thus, according to (5.17), for $n$ sufficiently large we get

$$
\begin{align*}
\rho+\beta(t-u)-\frac{2\left(L^{*}-z\right)}{t-u} & =\rho+t(z) \beta-\beta(u+s)-\frac{2\left(L^{*}-z\right)}{t(z)} \sum_{k=0}^{\infty}\left(\frac{u+s}{t(z)}\right)^{k} \\
& =\rho-\beta(u+s)-\frac{2\left(L^{*}-z\right)}{t(z)} \sum_{k=1}^{\infty}\left(\frac{u+s}{t(z)}\right)^{k} \\
& =\rho-\beta(u+s)-\frac{\beta t(z)(u+s)}{t-u} \\
& \geq \frac{\rho}{2} \tag{5.22}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
J_{1} & \lesssim \int_{0}^{u_{1}} \int_{\beta^{-1 / 3}}^{\infty} M(u, r, x) N(u, r, z) e^{-\rho r / 2} d r d u \\
& \leq \int_{0}^{\rho^{-2}} \frac{1}{u^{1 / 2}} \int_{\beta^{-1 / 3}}^{\infty} e^{-\rho r / 2} d r d u+\int_{\rho^{-2}}^{u_{1}} \int_{\beta^{-1 / 3}}^{\infty} \frac{(L-x) r}{u^{3 / 2}} e^{-\rho r / 2} d r d u \\
& \leq e^{-\rho / 2 \beta^{1 / 3}}\left(\frac{4}{\rho^{2}}+\frac{4(L-x)}{\beta^{1 / 3}}+\frac{8(L-x)}{\rho}\right) .
\end{aligned}
$$

Since $L-x \lesssim \beta^{-1 / 3}$, for $n$ sufficiently large,

$$
e^{-\rho / 2 \beta^{1 / 3}}\left(\frac{4}{\rho^{2}}+\frac{4(L-x)}{\beta^{1 / 3}}+\frac{8(L-x)}{\rho}\right) \lesssim e^{-\rho / 2 \beta^{1 / 3}} \beta^{-2 / 3}=\frac{\beta^{2 / 3}}{\rho^{4}}\left(\frac{\rho}{\beta^{1 / 3}}\right)^{4} e^{-\rho / 2 \beta^{1 / 3}} \ll \frac{\beta^{2 / 3}}{\rho^{4}}
$$

Combining the above two equations, we have

$$
\begin{equation*}
J_{1} \ll \frac{\beta^{2 / 3}}{\rho^{4}} \tag{5.23}
\end{equation*}
$$

Next, we estimate $J_{2}$. Note that

$$
\begin{align*}
\frac{1}{\beta^{1 / 3}(t-u)}\left(L-z-\frac{\beta(t-u)^{2}}{2}\right) & =\frac{1}{\beta^{1 / 3}(t-u)}\left(-(2 \beta)^{-1 / 3} \gamma_{1}-\frac{\beta(u+s)^{2}}{2}+\beta t(z)(u+s)\right) \\
& =\frac{1}{\beta^{1 / 3}(t-u)}\left(-\frac{\beta(u+s)^{2}}{2}+\beta t(z)(u+s)\right)+o(1) . \tag{5.24}
\end{align*}
$$

We will expand $1 /(t-u)$ as a geometric sum. Using that $t=t(z)-s, u \leq u_{1}=\beta^{-7 / 12}\left(L^{*}-z\right)^{1 / 4}$ and $s \lesssim \beta^{-2 / 3}$, we see that $u+s \ll t(z)$. Using also (3.17) and (5.17), we get

$$
\begin{aligned}
\frac{1}{\beta^{1 / 3}(t-u)}\left(L-z-\frac{\beta(t-u)^{2}}{2}\right) & \leq \beta^{2 / 3}(u+s) \sum_{k=0}^{\infty}\left(\frac{u+s}{t(z)}\right)^{k}+o(1) \\
& =\beta^{2 / 3}(u+s)\left(1+O\left(\frac{u+s}{t(z)}\right)\right)+o(1) \\
& =\beta^{2 / 3} u+O(1)
\end{aligned}
$$

Equation (5.22) and the previous formula imply that

$$
\begin{aligned}
J_{2} \lesssim & \int_{0}^{u_{1}} \int_{0}^{\beta^{-1 / 3}} M(u, r, x) \beta^{2 / 3} r^{2}\left(\max \left\{1, \beta^{2 / 3} u\right\}\right)^{2} \\
& \times \exp \left(-\frac{\rho r}{2}-\frac{(L-x-r)^{2}}{2 u}-\frac{\beta^{2} u^{3}}{3}+\beta^{2 / 3} u\right) d r d u \\
\lesssim & \int_{0}^{\rho^{-2}} \frac{1}{u^{1 / 2}} \int_{0}^{\beta^{-1 / 3}} \beta^{2 / 3} r^{2} e^{-\rho r / 2} d r d u \\
& +\int_{\rho^{-2}}^{3 \beta^{-2 / 3}} \frac{1}{u^{3 / 2}} \int_{0}^{\beta^{-1 / 3}}(L-x) \beta^{2 / 3} r^{3} \exp \left(-\frac{\rho r}{2}-\frac{(L-x-r)^{2}}{2 u}\right) d r d u \\
& +\int_{3 \beta^{-2 / 3}}^{u_{1}} \frac{1}{u^{3 / 2}} \int_{0}^{\beta^{-1 / 3}}(L-x) \beta^{2 / 3} r^{3} \exp \left(-\frac{\rho r}{2}-\frac{(L-x-r)^{2}}{2 u}\right) \\
& \quad \times \exp \left(-\frac{\left(\beta^{2 / 3} u\right)^{3}}{3}+\beta^{2 / 3} u+2 \log \left(\beta^{2 / 3} u\right)\right) d r d u
\end{aligned}
$$

When $x \geq 3$, we have $-x^{3} / 3+x+2 \log x \leq 0$. Therefore,

$$
\begin{align*}
J_{2} \lesssim & \int_{0}^{\rho^{-2}} \frac{1}{u^{1 / 2}} \int_{0}^{\beta^{-1 / 3}} \beta^{2 / 3} r^{2} e^{-\rho r / 2} d r d u \\
& +\int_{\rho^{-2}}^{u_{1}} \frac{1}{u^{3 / 2}} \int_{0}^{\beta^{-1 / 3}}(L-x) \beta^{2 / 3} r^{3} \exp \left(-\frac{\rho r}{2}-\frac{(L-x-r)^{2}}{2 u}\right) d r d u \\
\lesssim & \frac{\beta^{2 / 3}}{\rho^{4}}+(L-x) \beta^{2 / 3} \int_{\rho^{-2}}^{u_{1}} \frac{1}{u^{3 / 2}} \int_{0}^{\beta^{-1 / 3}} r^{3} \exp \left(-\frac{\rho r}{2}-\frac{(L-x-r)^{2}}{2 u}\right) d r d u . \tag{5.25}
\end{align*}
$$

Note that $u_{1} \lesssim \rho^{1 / 2} \beta^{-5 / 6}$. By applying exactly the same calculation as in equations (8.54), (8.55) and (8.56) of Roberts and Schweinsberg (2021), we see that

$$
\begin{equation*}
(L-x) \beta^{2 / 3} \int_{\rho^{-2}}^{u_{1}} \frac{1}{u^{3 / 2}} \int_{0}^{\beta^{-1 / 3}} r^{3} \exp \left(-\frac{\rho r}{2}-\frac{(L-x-r)^{2}}{2 u}\right) d r d u \lesssim \frac{\beta^{2 / 3}}{\rho^{4}} . \tag{5.26}
\end{equation*}
$$

Combining equations (5.21), (5.23), (5.25) and (5.26), we have

$$
I_{1} \lesssim \frac{\beta^{2 / 3}}{t \rho^{4}} \exp \left(\rho x-2 \rho z+\rho L-\frac{4 \sqrt{2 \beta}}{3}\left(L^{*}-z\right)^{3 / 2}\right)
$$

which implies (5.10).

Proof of Lemma 5.3. The restriction (5.11) is equivalent to

$$
\begin{equation*}
c \gg \frac{\beta^{1 / 3}}{\rho} \log ^{2 / 3}\left(\frac{\rho}{\beta^{1 / 3}}\right), \quad \frac{3}{2}-c \gg \frac{\beta^{2 / 3}}{\rho^{2}} . \tag{5.27}
\end{equation*}
$$

In particular, $c \gg \beta^{1 / 3} \rho^{-1}$ and $0<c<3 / 2$. For $u_{1} \leq u \leq t$, we will bound both $p_{u}^{L}(x, r)$ and $p_{t-u}^{L}(r, z)$ by equation (1.42). Similar to the calculation for $I_{1}$, interchanging the roles of $r$ and
$L-r$, we have

$$
\begin{align*}
I_{2} \lesssim & \exp \left(\rho x-2 \rho z+\rho L-\rho^{2} t+\beta L t+\beta z t\right) \\
& \times \int_{u_{1}}^{t} u^{-1 / 2}(t-u)^{-1} \exp \left(\frac{\rho^{2} u}{2}+\frac{\beta x u}{2}-\beta z u-\frac{\beta L u}{2}+\frac{\beta^{2} u^{3}}{24}+\frac{\beta^{2}(t-u)^{3}}{12}\right) \\
& \int_{0}^{\infty} \exp \left(-r\left(\rho+\beta t-\frac{\beta u}{2}\right)-\frac{(L-x-r)^{2}}{2 u}-\frac{(L-z-r)^{2}}{t-u}\right) d r d u . \tag{5.28}
\end{align*}
$$

Using (3.17), to prove (5.12), it is equivalent to show that

$$
\begin{equation*}
I_{2} \lesssim \frac{\beta^{5 / 3}}{c \rho^{5}} \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}\right) \tag{5.29}
\end{equation*}
$$

To simplify $I_{2}$, we are going to estimate $K$ in two ways depending on the value of $u$. This cutoff value $u_{2}$ will be defined based on $y_{c}$ introduced below. Denote

$$
\begin{equation*}
\Delta=\sqrt{\frac{9 c^{2}}{4}+c+1}, \quad y_{c}=\frac{3}{2}+\frac{1}{c}-\frac{1}{c} \Delta \tag{5.30}
\end{equation*}
$$

Note that $y_{c}<1$ since for $0<c \leq 3 / 2$,

$$
\begin{align*}
1-y_{c} & =-\frac{1}{2}+\frac{(\Delta-1)(\Delta+1)}{c(\Delta+1)} \\
& =\frac{9 c}{4(\Delta+1)}-\left(\frac{1}{2}-\frac{1}{\Delta+1}\right) \\
& =\frac{9 c}{4(\Delta+1)}-\frac{(\Delta-1)(\Delta+1)}{2(\Delta+1)^{2}} \\
& =\frac{9 c}{4(\Delta+1)}-\frac{c}{2(\Delta+1)^{2}}-\frac{9 c^{2}}{8(\Delta+1)^{2}} \\
& \geq \frac{1}{(\Delta+1)^{2}}\left(\frac{9 c}{2}-\frac{c}{2}-\frac{9 c^{2}}{8}\right) \\
& >0 \tag{5.31}
\end{align*}
$$

Choose a constant $C_{16}>0$ small enough such that the following hold:

$$
\begin{gather*}
\frac{1}{3}-\frac{3 C_{16}}{2}>C_{16}  \tag{5.32}\\
-\frac{4}{3(3+\sqrt{17})(1+\sqrt{17} / 2)}+2 C_{16}<-C_{16}  \tag{5.33}\\
-\frac{7}{2(3+\sqrt{17})(1+\sqrt{17} / 2)}+\frac{3}{2} C_{16}+6 C_{16}<0  \tag{5.34}\\
\frac{-8}{9\left(3 \cdot \frac{3}{2}+2 \cdot \frac{11}{4}\right)\left(\frac{11}{4}+1\right)}+9 C_{16}<-C_{16} \tag{5.35}
\end{gather*}
$$

Then define

$$
\begin{equation*}
u_{2}=\left(\frac{3}{2}+\frac{1}{c}-\frac{1}{c} \sqrt{\frac{9 c^{2}}{4}+c+1}-C_{16} c\right) t \tag{5.36}
\end{equation*}
$$

Since $y_{c}<1$ by (5.31), we see that $u_{2}<t$. Also, when $0<c \leq 3 / 2$, one can show that $3 / 2+1 / c-$ $\Delta / c-C_{16} c$ is a decreasing function of $c$. Thus by (5.32),

$$
\begin{equation*}
u_{2} \geq\left(\frac{3}{2}+\frac{2}{3}-\frac{2}{3} \sqrt{\frac{9}{4} \cdot \frac{9}{4}+\frac{3}{2}+1}-\frac{3 C_{16}}{2}\right) t=\left(\frac{1}{3}-\frac{3 C_{16}}{2}\right) t>C_{16} t \tag{5.37}
\end{equation*}
$$

and $u_{2}>u_{1}$ for sufficiently large $n$.
Denote the inner integral in (5.28) as $K$. When $u_{1}<u \leq u_{2}$, letting $a=(\rho+\beta t-\beta u / 2)(t-u)$ and $b=L-z, K$ can be written as

$$
\begin{equation*}
K=\int_{0}^{\infty} \exp \left(-\frac{(r-(b-a / 2))^{2}+a b-a^{2} / 4}{t-u}-\frac{(L-x-r)^{2}}{2 u}\right) d r \tag{5.38}
\end{equation*}
$$

For $u_{1} \leq u \leq u_{2}$, we claim that $b-a / 2 \leq 0$. Because $b-a / 2$ is an increasing function of $u$, it is sufficient to show that for $u=u_{2}$, we have $b-a / 2 \leq 0$. Recall from (3.17) that $t=c \rho / \beta-s$ and $L^{*}-z=c^{2} \rho^{2} / 2 \beta$. Writing

$$
\begin{equation*}
y_{2}=\frac{u_{2}}{t}=y_{c}-C_{16} c, \tag{5.39}
\end{equation*}
$$

we have that

$$
\begin{align*}
b-\frac{a}{2} & =\left(1-c_{0}\right) \frac{\rho^{2}}{2 \beta}-(2 \beta)^{-1 / 3} \gamma_{1}-\frac{1}{2}\left((1+c) \rho-\beta s-\frac{c y_{2} \rho}{2}+\frac{\beta y_{2} s}{2}\right)\left(1-y_{2}\right)\left(c \frac{\rho}{\beta}-s\right) \\
& =\frac{\rho^{2}}{\beta}\left(-\frac{c^{2} y_{2}^{2}}{4}+y_{2}\left(\frac{3 c^{2}}{4}+\frac{c}{2}\right)-\frac{c}{2}\right)+\rho s\left(1-y_{2}\right)\left(\frac{1}{2}+c-\frac{c y_{2}}{2}\right)+O\left(\beta^{-1 / 3}\right) . \tag{5.40}
\end{align*}
$$

We observe that $y_{c}$ is one root of

$$
\begin{equation*}
-\frac{c^{2} y^{2}}{4}+y\left(\frac{3 c^{2}}{4}+\frac{c}{2}\right)-\frac{c}{2}=0 \tag{5.41}
\end{equation*}
$$

Therefore, according to (5.39) and (5.41), equation (5.40) implies that

$$
b-\frac{a}{2}=-\frac{c^{2} \rho^{2}}{\beta}\left(\frac{C_{16}^{2} c^{2}}{4}+\frac{C_{16} \Delta}{2}\right)+\rho s\left(1-y_{c}+C_{16} c\right)\left(\frac{1}{2}+c-\frac{c y_{2}}{2}\right)+O\left(\beta^{-1 / 3}\right)
$$

Because $1-y_{c} \leq 9 c / 4(\Delta+1)$ by the second line of (5.31) and $1 / 2+c-c y_{2} / 2 \leq 2$ for $0<c \leq 3 / 2$, it follows that

$$
b-\frac{a}{2} \leq-\frac{C_{16} \Delta c^{2} \rho^{2}}{2 \beta}+2 \rho s c\left(\frac{9}{4(\Delta+1)}+C_{16}\right)+O\left(\beta^{-1 / 3}\right)
$$

Since $c \gg \beta^{1 / 3} \rho^{-1}$ by (5.11) and $s \lesssim \beta^{-2 / 3}$, we see that $c^{2} \rho^{2} / \beta \gg \rho s c$ and $c^{2} \rho^{2} / \beta \gg \beta^{-1 / 3}$. As a result, for $u=u_{2}$, and thus for all $u_{1}<u \leq u_{2}$, for $n$ sufficiently large,

$$
\begin{equation*}
b-\frac{a}{2} \leq 0 . \tag{5.42}
\end{equation*}
$$

From (5.38) and (5.42), we obtain that for $u_{1}<u \leq u_{2}$,

$$
\begin{equation*}
K \leq \int_{0}^{\infty} \exp \left(-\frac{(L-z)^{2}}{t-u}-\frac{(L-x-r)^{2}}{2 u}\right) d r \leq \sqrt{2 \pi u} \exp \left(-\frac{(L-z)^{2}}{t-u}\right) \tag{5.43}
\end{equation*}
$$

When $u_{2} \leq u \leq t$, we bound $K$ by the formula for the moment generating function of the normal distribution to get

$$
\begin{align*}
K & \leq \int_{-\infty}^{\infty} \exp \left(-r\left(\rho+\beta t-\frac{\beta u}{2}-\frac{L-x}{u}-\frac{2(L-z)}{t-u}\right)-\frac{r^{2}}{2} \frac{t+u}{u(t-u)}-\frac{(L-x)^{2}}{2 u}-\frac{(L-z)^{2}}{t-u}\right) d r \\
& =\sqrt{\frac{2 \pi u(t-u)}{t+u}} \exp \left(\frac{u(t-u)}{2(t+u)}\left(\rho+\beta t-\frac{\beta u}{2}-\frac{L-x}{u}-\frac{2(L-z)}{t-u}\right)^{2}-\frac{(L-x)^{2}}{2 u}-\frac{(L-z)^{2}}{t-u}\right) . \tag{5.44}
\end{align*}
$$

According to (5.28), (5.43) and (5.44), we have

$$
\begin{align*}
& I_{2} \lesssim \exp \left(\rho x-2 \rho z+\rho L-\rho^{2} t+\beta L t+\beta z t\right) \\
& \times \int_{u_{1}}^{u_{2}}(t-u)^{-1} \exp \left(\frac{\rho^{2} u}{2}+\frac{\beta x u}{2}-\beta z u-\frac{\beta L u}{2}+\frac{\beta^{2} u^{3}}{24}+\frac{\beta^{2}(t-u)^{3}}{12}-\frac{(L-z)^{2}}{t-u}\right) d u \\
&+ \exp \left(\rho x-2 \rho z+\rho L-\rho^{2} t+\beta L t+\beta z t\right) \\
& \times \int_{u_{2}}^{t} \sqrt{\frac{1}{(t-u)(t+u)}} \exp \left(\frac{\rho^{2} u}{2}+\frac{\beta x u}{2}-\beta z u-\frac{\beta L u}{2}+\frac{\beta^{2} u^{3}}{24}+\frac{\beta^{2}(t-u)^{3}}{12}\right) \\
& \times \exp \left(\frac{u(t-u)}{2(t+u)}\left(\rho+\beta t-\frac{\beta u}{2}-\frac{L-x}{u}-\frac{2(L-z)}{t-u}\right)^{2}-\frac{(L-x)^{2}}{2 u}-\frac{(L-z)^{2}}{t-u}\right) d u \\
&=: R_{1}+  \tag{5.45}\\
& R_{2} .
\end{align*}
$$

We first estimate $R_{1}$. Let $y_{1}=u_{1} / t$ and $y_{2}=u_{2} / t$. After making the change of variables $u=y t$ and writing $z=c_{0} L^{*}$ and $t=c \rho / \beta-s$, we obtain

$$
\begin{aligned}
R_{1}= & \exp \left(\rho x-2 \rho z+\rho L-\rho^{2}\left(c \frac{\rho}{\beta}-s\right)+\beta\left(\frac{\rho^{2}}{2 \beta}-(2 \beta)^{-1 / 3} \gamma_{1}\right)\left(c \frac{\rho}{\beta}-s\right)+\beta c_{0} \frac{\rho^{2}}{2 \beta}\left(c \frac{\rho}{\beta}-s\right)\right) \\
& \int_{y_{1}}^{y_{2}} \frac{1}{1-y} \exp \left(\frac{\rho^{2} y}{2}\left(c \frac{\rho}{\beta}-s\right)-\frac{\beta(L-x) y}{2}\left(c \frac{\rho}{\beta}-s\right)-\beta c_{0} \frac{\rho^{2}}{2 \beta}\left(c \frac{\rho}{\beta}-s\right) y+\frac{\beta^{2} y^{3}}{24}\left(c \frac{\rho}{\beta}-s\right)^{3}\right. \\
& \left.+\frac{\beta^{2}(1-y)^{3}}{12}\left(c \frac{\rho}{\beta}-s\right)^{3}-\frac{\left(\left(1-c_{0}\right) \rho^{2} / 2 \beta-(2 \beta)^{-1 / 3} \gamma_{1}\right)^{2}}{(c \rho / \beta-s)(1-y)}\right) d y .
\end{aligned}
$$

Observing that

$$
\begin{aligned}
-\frac{\left(\left(1-c_{0}\right) \rho^{2} / 2 \beta-(2 \beta)^{-1 / 3} \gamma_{1}\right)^{2}}{(c \rho / \beta-s)(1-y)} & \leq-\frac{\left(1-c_{0}\right)^{2} \rho^{3}}{4 c \beta(1-y)} \sum_{k=0}^{\infty}\left(\frac{s \beta}{c \rho}\right)^{k} \\
& \leq-\frac{\left(1-c_{0}\right)^{2} \rho^{3}}{4 c \beta(1-y)}-\frac{\left(1-c_{0}\right)^{2} \rho^{2} s}{4 c^{2}(1-y)}-\frac{\left(1-c_{0}\right)^{2} \rho \beta s^{2}}{4 c^{3}(1-y)}
\end{aligned}
$$

we get

$$
\begin{align*}
R_{1} \lesssim & \exp \left(\rho x-2 \rho z+\rho L-\frac{c^{3}}{2} \frac{\rho^{3}}{\beta}+\frac{c^{2} \rho^{2} s}{2}-2^{-1 / 3} \gamma_{1} c \frac{\rho}{\beta^{1 / 3}}\right) \\
& \int_{y_{1}}^{y_{2}} \frac{1}{1-y} \exp \left(\frac{\rho^{3}}{\beta}\left(\frac{c y}{2}-\frac{c c_{0} y}{2}+\frac{c^{3} y^{3}}{24}+\frac{c^{3}(1-y)^{3}}{12}-\frac{\left(1-c_{0}\right)^{2}}{4 c(1-y)}\right)-\frac{\beta(L-x) y}{2}\left(c \frac{\rho}{\beta}-s\right)\right. \\
& +\rho^{2} s\left(-\frac{y}{2}+\frac{c_{0} y}{2}-\frac{c^{2} y^{3}}{8}-\frac{c^{2}(1-y)^{3}}{4}-\frac{\left(1-c_{0}\right)^{2}}{4 c^{2}(1-y)}\right)+c \rho \beta s^{2}\left(\frac{y^{3}}{8}+\frac{(1-y)^{3}}{4}\right) \\
& \left.-\beta^{2} s^{3}\left(\frac{y^{3}}{24}+\frac{(1-y)^{3}}{12}\right)-\frac{\left(1-c_{0}\right)^{2} \rho \beta s^{2}}{4 c^{3}(1-y)}\right) d y . \tag{5.46}
\end{align*}
$$

Note that for $s \lesssim \beta^{-2 / 3}$ and all $y \in\left[y_{1}, y_{2}\right]$,

$$
0<-2^{-1 / 3} \gamma_{1} c \frac{\rho}{\beta^{1 / 3}}+c \rho \beta s^{2}\left(\frac{y^{3}}{8}+\frac{(1-y)^{3}}{4}\right)=O\left(\frac{c \rho}{\beta^{1 / 3}}\right) .
$$

Since $\sqrt{1-c_{0}}=c$, the upper bound of $R_{1}$ in (5.46) can further be expressed as

$$
\begin{align*}
R_{1} \lesssim & \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}+O\left(\frac{c \rho}{\beta^{1 / 3}}\right)\right) \int_{y_{1}}^{y_{2}} \frac{1}{1-y} \exp \left(-\frac{c \rho \beta s^{2}}{4(1-y)}\right) \\
& \quad \exp \left(\frac{c^{3} \rho^{3}}{4 \beta}\left(-\frac{y^{3}}{6}+y^{2}+y+1-\frac{1}{1-y}\right)+c^{2} \rho^{2} s\left(\frac{1}{2}-\frac{y}{2}-\frac{y^{3}}{8}-\frac{(1-y)^{3}}{4}-\frac{1}{4(1-y)}\right)\right) d y \tag{5.47}
\end{align*}
$$

Let

$$
h(y)=\frac{1}{2}-\frac{y}{2}-\frac{y^{3}}{8}-\frac{(1-y)^{3}}{4}-\frac{1}{4(1-y)}
$$

Since for $y \in[0,1]$,

$$
h^{\prime}(y)=-\frac{1}{2}-\frac{3 y^{2}}{8}+\frac{3(1-y)^{2}}{4}-\frac{1}{4(1-y)^{2}}=\frac{1}{4}\left(1-\frac{1}{(1-y)^{2}}\right)+\frac{3 y}{2}\left(\frac{y}{4}-1\right) \leq 0
$$

we get $h(y) \leq h(0)=0$. Also for all $y \in\left[y_{1}, y_{2}\right]$,

$$
\frac{c^{3}}{4}\left(-\frac{y^{3}}{6}+y^{2}+y+1-\frac{1}{1-y}\right)=-\frac{c^{3} y^{3}}{4}\left(\frac{1}{6}+\frac{1}{1-y}\right) \leq-\frac{c^{3} y_{1}^{3}}{24}
$$

Thus,

$$
\begin{equation*}
R_{1} \lesssim \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}+O\left(\frac{c \rho}{\beta^{1 / 3}}\right)-\frac{c^{3} y_{1}^{3} \rho^{3}}{24 \beta}\right) \int_{y_{1}}^{y_{2}} \frac{1}{1-y} \exp \left(-\frac{c \rho \beta s^{2}}{4(1-y)}\right) d y \tag{5.48}
\end{equation*}
$$

By (5.27), we have that

$$
\frac{c^{3} y_{1}^{3} \rho^{3}}{24 \beta}=\frac{c^{3} \rho^{3}}{24 \beta}\left(\frac{\beta^{-7 / 12}\left(L^{*}-z\right)^{1 / 4}}{t}\right)^{3} \sim \frac{c^{3} \rho^{3}}{24 \beta}\left(\frac{\beta^{-7 / 12}\left(c^{2} \rho^{2} / 2 \beta\right)^{1 / 4}}{c \rho / \beta}\right)^{3}=\frac{c^{3 / 2} \rho^{3 / 2}}{24 \cdot 2^{3 / 4} \cdot \beta^{1 / 2}} \gg \frac{c \rho}{\beta^{1 / 3}}
$$

Also, because $c \rho \beta s^{2} \gg 1$, after changing variables twice, we get

$$
\begin{aligned}
\int_{y_{1}}^{y_{2}} \frac{1}{1-y} \exp \left(-\frac{c \rho \beta s^{2}}{4(1-y)}\right) d y & \leq \int_{0}^{1} \frac{1}{y} \exp \left(-\frac{c \rho \beta s^{2}}{4 y}\right) d y \\
& =\int_{1}^{\infty} \frac{1}{y} \exp \left(-\frac{c \rho \beta s^{2} y}{4}\right) d y
\end{aligned}
$$

$$
\begin{equation*}
\ll 1 \tag{5.49}
\end{equation*}
$$

Therefore, in equation (5.48), the term $O\left(c \rho / \beta^{1 / 3}\right)$ can be absorbed into $-c^{3} y_{1}^{3} \rho^{3} / 24 \beta$ in the exponent and the integral can be neglected. By (5.27), we conclude that

$$
\begin{align*}
R_{1} & \lesssim \frac{\beta^{5 / 3}}{c \rho^{5}} \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}\right) \frac{c \rho^{5}}{\beta^{5 / 3}} \exp \left(-\frac{c^{3 / 2} \rho^{3 / 2}}{48 \beta^{1 / 2}}\right) \\
& \ll \frac{\beta^{5 / 3}}{c \rho^{5}} \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}\right) . \tag{5.50}
\end{align*}
$$

Here we want to point out that this is the only place in the proof of Lemma 5.3 where we need to use the assumption $c \gg \beta^{1 / 3} \rho^{-1} \log ^{2 / 3}\left(\rho \beta^{-1 / 3}\right)$ instead of the weaker one $c \gg \beta^{1 / 3} \rho^{-1}$.

Next, we estimate $R_{2}$. Letting $u=y t$, by similar computations as for $R_{1}$, we have

$$
\begin{align*}
R_{2} \lesssim & \exp \left(\rho x-2 \rho z+\rho L-\frac{c^{3}}{2} \frac{\rho^{3}}{\beta}+\frac{c^{2} \rho^{2} s}{2}-2^{-1 / 3} \gamma_{1} c \frac{\rho}{\beta^{1 / 3}}\right) \\
& \int_{y_{2}}^{1} \frac{1}{\sqrt{(1+y)(1-y)}} \exp \left(\frac{c^{3} \rho^{3}}{\beta}\left(\frac{y}{2}+\frac{y^{3}}{24}+\frac{(1-y)^{3}}{12}\right)-c^{2} \rho^{2} s\left(\frac{y}{2}+\frac{y^{3}}{8}+\frac{(1-y)^{3}}{4}\right)\right. \\
& \left.+c \rho \beta s^{2}\left(\frac{y^{3}}{8}+\frac{(1-y)^{3}}{4}\right)-\beta^{2} s^{3}\left(\frac{y^{3}}{24}+\frac{(1-y)^{3}}{12}\right)\right) \\
& \times \exp \left(\frac{t y(1-y)}{2(1+y)}\left(\rho+\beta t-\frac{\beta y t}{2}-\frac{L-x}{y t}-\frac{2(L-z)}{t(1-y)}\right)^{2}-\frac{(L-x)^{2}}{2 y t}-\frac{(L-z)^{2}}{t(1-y)}\right) d y \tag{5.51}
\end{align*}
$$

Denote the exponent on the last line of (5.51) as $A$. For $x<L$ and $y \in\left[y_{2}, 1\right]$, we get

$$
\begin{aligned}
A= & \frac{t y(1-y)}{2(1+y)}\left[\left(\rho+\beta t-\frac{\beta y t}{2}\right)^{2}+\frac{(L-x)^{2}}{y^{2} t^{2}}+\frac{4(L-z)^{2}}{t^{2}(1-y)^{2}}-\frac{2(L-x)}{y t}\left(\rho+\beta t-\frac{\beta y t}{2}\right)\right. \\
& \left.-\frac{4(L-z)}{t(1-y)}\left(\rho+\beta t-\frac{\beta y t}{2}\right)+\frac{4(L-x)(L-z)}{t^{2} y(1-y)}\right]-\frac{(L-x)^{2}}{2 y t}-\frac{(L-z)^{2}}{t(1-y)} \\
= & \frac{t}{2} \frac{y(1-y)}{1+y}\left(\rho+\beta t-\frac{\beta y t}{2}\right)^{2}-\frac{(L-x)^{2}}{t(1+y)}-\frac{(L-z)^{2}}{t(1+y)}-\frac{1-y}{1+y}(L-x)\left(\rho+\beta t-\frac{\beta y t}{2}\right) \\
& -\frac{2 y}{1+y}(L-z)\left(\rho+\beta t-\frac{\beta y t}{2}\right)+\frac{2(L-x)(L-z)}{t(1+y)} \\
\leq & \frac{t}{2} \frac{y(1-y)}{1+y}\left(\rho+\beta t-\frac{\beta y t}{2}\right)^{2}-\frac{(L-z)^{2}}{t(1+y)}-\frac{2 y}{1+y}(L-z)\left(\rho+\beta t-\frac{\beta y t}{2}\right)+\frac{2(L-x)(L-z)}{t(1+y)} .
\end{aligned}
$$

Recalling that $t=c \rho / \beta-s$ and $L^{*}-z=c^{2} \rho^{2} / 2 \beta$, we have

$$
\begin{align*}
A \leq & \frac{y(1-y)}{2(1+y)}\left(\frac{c \rho}{\beta}-s\right)\left(\rho+\beta\left(\frac{c \rho}{\beta}-s\right)-\frac{\beta y}{2}\left(\frac{c \rho}{\beta}-s\right)\right)^{2}-\frac{\left(c^{2} \rho^{2} / 2 \beta-(2 \beta)^{-1 / 3} \gamma_{1}\right)^{2}}{(1+y)(c \rho / \beta-s)} \\
& -\frac{2 y}{1+y} \frac{c^{2} \rho^{2}}{2 \beta}\left(\rho+\beta\left(\frac{c \rho}{\beta}-s\right)-\frac{\beta y}{2}\left(\frac{c \rho}{\beta}-s\right)\right)+\frac{2(L-x)\left(c^{2} \rho^{2} / 2 \beta-(2 \beta)^{-1 / 3} \gamma_{1}\right)}{(c \rho / \beta-s)(1+y)} . \tag{5.52}
\end{align*}
$$

Because $L-x \lesssim \beta^{-1 / 3}$ and $s \lesssim \beta^{-2 / 3}$, we see that for $y \in\left[y_{2}, 1\right]$,

$$
\frac{2(L-x)\left(c^{2} \rho^{2} / 2 \beta-(2 \beta)^{-1 / 3} \gamma_{1}\right)}{(c \rho / \beta-s)(1+y)} \lesssim \frac{c \rho}{\beta^{1 / 3}}
$$

We also observe that $\rho \beta s^{2} \lesssim \rho / \beta^{1 / 3}, \beta^{2} s^{3} \ll \rho / \beta^{1 / 3}$ and

$$
-\frac{\left(c^{2} \rho^{2} / 2 \beta-(2 \beta)^{-1 / 3} \gamma_{1}\right)^{2}}{(1+y)(c \rho / \beta-s)} \leq-\frac{c^{4} \rho^{4} / 4 \beta^{2}}{(1+y) c \rho / \beta} \sum_{k=0}^{\infty}\left(\frac{s}{c \rho / \beta}\right)^{k} \leq-\frac{c^{3} \rho^{3}}{4 \beta(1+y)}-\frac{c^{2} \rho^{2} s}{4(1+y)}
$$

Therefore, equation (5.52) implies that

$$
\begin{align*}
A \leq & \frac{\rho^{3}}{\beta}\left[\frac{y(1-y)}{2(1+y)} c\left(1+c-\frac{c y}{2}\right)^{2}-\frac{c^{3}}{4(1+y)}-\frac{y}{1+y} c^{2}\left(1+c-\frac{c y}{2}\right)\right]+\rho^{2} s\left[-\frac{c^{2}}{4(1+y)}\right. \\
& \left.-\left(1-\frac{y}{2}\right)\left(1+c-\frac{c y}{2}\right) \frac{c y(1-y)}{1+y}-\frac{y(1-y)}{2(1+y)}\left(1+c-\frac{c y}{2}\right)+\frac{y}{1+y}\left(1-\frac{y}{2}\right) c^{2}\right]+O\left(\frac{\rho}{\beta^{1 / 3}}\right) . \tag{5.53}
\end{align*}
$$

By (5.51) and (5.53), we have

$$
\begin{align*}
R_{2} \lesssim & \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}+O\left(\frac{\rho}{\beta^{1 / 3}}\right)\right) \int_{y_{2}}^{1} \frac{1}{\sqrt{(1+y)(1-y)}} \\
& \times \exp \left(\frac { \rho ^ { 3 } } { \beta } \left(\frac{c^{3} y}{4}+\frac{c^{3} y^{2}}{4}-\frac{c^{3} y^{3}}{24}+\frac{c^{3}}{4}+\frac{y(1-y)}{2(1+y)} c\left(1+c-\frac{c y}{2}\right)^{2}-\frac{c^{3}}{4(1+y)}\right.\right. \\
& \left.-\frac{y}{1+y} c^{2}\left(1+c-\frac{c y}{2}\right)\right)+\rho^{2} s\left(\frac{c^{2}}{2}-\frac{c^{2} y}{2}-\frac{c^{2} y^{3}}{8}-\frac{c^{2}(1-y)^{3}}{4}-\frac{c^{2}}{4(1+y)}\right. \\
& \left.\left.-\left(1-\frac{y}{2}\right)\left(1+c-\frac{c y}{2}\right) \frac{c y(1-y)}{1+y}-\frac{y(1-y)}{2(1+y)}\left(1+c-\frac{c y}{2}\right)^{2}+\frac{y}{1+y}\left(1-\frac{y}{2}\right) c^{2}\right)\right) d y \tag{5.54}
\end{align*}
$$

Define

$$
\begin{equation*}
\phi(y)=-\frac{2 y^{3}}{3}+\left(\frac{10}{3}+\frac{2}{c}\right) y^{2}-\left(\frac{2}{c^{2}}+\frac{6}{c}\right) y+\frac{2}{c^{2}}, \tag{5.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(y)=\frac{c^{2} y^{3}}{2}-\left(\frac{5 c^{2}}{2}+c\right) y^{2}+\left(2 c^{2}+3 c+\frac{1}{2}\right) y-2 c-\frac{1}{2} \tag{5.56}
\end{equation*}
$$

After algebraic calculation, equation (5.54) is equivalent to

$$
\begin{align*}
R_{2} \lesssim & \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}+O\left(\frac{\rho}{\beta^{1 / 3}}\right)\right) \int_{y_{2}}^{1} \frac{1}{\sqrt{(1+y)(1-y)}} \\
& \times \exp \left(\frac{c^{3} \rho^{3}}{\beta} \frac{y}{4(1+y)} \phi(y)+\rho^{2} s \frac{y}{1+y} \psi(y)\right) d y . \tag{5.57}
\end{align*}
$$

Below we will obtain the upper bounds for $\phi(y)$ and $\psi(y)$ in the cases $z \geq 0$ and $z<0$.
Let us first study $\phi(y)$. Note that for every $c$, we have $\phi^{\prime \prime}(y)>0$ for all $y \in\left[y_{2}, 1\right]$. Therefore, for $y \in\left[y_{2}, 1\right]$, the function $\phi(y)$ reaches its maximum either at 1 or at $y_{2}$. When $y=1$, we have for all $c \in(0,3 / 2)$,

$$
\begin{equation*}
\phi(1)=\frac{8}{3}-\frac{4}{c}=-\frac{8(3 / 2-c)}{3 c}<0 . \tag{5.58}
\end{equation*}
$$

For $c \in(0,3 / 2)$, since $0<y_{2}=y_{c}-C_{16} c \leq 1$, after rearranging terms, we have

$$
\begin{aligned}
\phi\left(y_{2}\right) & =\frac{2}{3} y_{2}^{2}\left(1-y_{c}+C_{16} c\right)+\left(\frac{8}{3}+\frac{2}{c}\right) y_{2}^{2}-\left(\frac{2}{c^{2}}+\frac{6}{c}\right)\left(y_{c}-C_{16} c\right)+\frac{2}{c^{2}} \\
& \leq \frac{2}{3} y_{c}^{2}\left(1-y_{c}\right)+\left(\frac{8}{3}+\frac{2}{c}\right) y_{c}^{2}-\left(\frac{2}{c^{2}}+\frac{6}{c}\right) y_{c}+\frac{2}{c^{2}}+\frac{2 C_{16} c}{3}+\frac{2 C_{16}}{c}+6 C_{16} \\
& =\phi\left(y_{c}\right)+\frac{2 C_{16} c}{3}+\frac{2 C_{16}}{c}+6 C_{16} .
\end{aligned}
$$

Since $y_{c}$ satisfies (5.41), we have $y_{c}^{2}=y_{c}(3+2 / c)-2 / c$. Replacing $y_{c}^{2}$ with $y_{c}(3+2 / c)-2 / c$ in the first step and replacing $y_{c}$ with $3 / 2+1 / c-\Delta / c$ in the second step, we get

$$
\begin{aligned}
\phi\left(y_{c}\right) & =4 y_{c}-\frac{2}{3 c^{2}} y_{c}-\frac{8}{3 c}+\frac{2}{3 c^{2}} \\
& =6-\frac{4 \Delta}{c}+\frac{4}{3 c}-\frac{1}{3 c^{2}}-\frac{2}{3 c^{3}}+\frac{2 \Delta}{3 c^{3}} \\
& =\frac{2\left(9 c^{2}-4 \Delta^{2}\right)}{c(3 c+2 \Delta)}+\frac{4}{3 c}-\frac{1}{3 c^{2}}+\frac{2\left(\Delta^{2}-1\right)}{3 c^{3}(\Delta+1)} \\
& =\frac{-8 c-8}{(3 c+2 \Delta) c}+\frac{4}{3 c}+\frac{3}{2 c(\Delta+1)}-\frac{1}{3 c^{2}}+\frac{2}{3 c^{2}(\Delta+1)} .
\end{aligned}
$$

For $c \in(0,3 / 2)$, we have $\Delta>1$. According to the above two formulas, we have

$$
\begin{align*}
\phi\left(y_{2}\right) & \leq \frac{-8 c-8}{(3 c+2 \Delta) c}+\frac{4}{3 c}+\frac{3}{2 c(\Delta+1)}+\frac{2 C_{16} c}{3}+\frac{2 C_{16}}{c}+6 C_{16} \\
& =\frac{-24 \Delta c+3 c-14 \Delta-48+16 \Delta^{2}}{6 c(3 c+2 \Delta)(\Delta+1)}+\frac{2 C_{16} c}{3}+\frac{2 C_{16}}{c}+6 C_{16} \tag{5.59}
\end{align*}
$$

If $z \geq 0$, then $c \in(0,1]$ and $1<\Delta \leq \sqrt{17} / 2$. We have

$$
-24 \Delta c+3 c<-21 c,
$$

and

$$
-14 \Delta-48+16 \Delta^{2}=14 \Delta(\Delta-1)-48+2 \Delta^{2} \leq 14 \cdot \frac{\sqrt{17}}{2}\left(\frac{\sqrt{17}}{2}-1\right)-48+2\left(\frac{\sqrt{17}}{2}\right)^{2}<-8
$$

Therefore, combining the above two observations with equations (5.33), (5.34) and (5.59), we obtain

$$
\begin{align*}
\phi\left(y_{2}\right) & \leq\left(-\frac{4}{3(3+\sqrt{17})(1+\sqrt{17} / 2)}+2 C_{16}\right) \frac{1}{c}-\frac{7}{2(3+\sqrt{17})(1+\sqrt{17} / 2)}+\frac{2}{3} C_{16}+6 C_{16} \\
& <-\frac{C_{16}}{c} . \tag{5.60}
\end{align*}
$$

According to equations (5.58) and (5.60), we get when $z \geq 0$, or equivalently $c \in(0,1]$,

$$
\begin{equation*}
\max _{y \in\left[y_{2}, 1\right]} \phi(y) \leq \max \left\{-\frac{8(3 / 2-c)}{3 c},-\frac{C_{16}}{c}\right\}=-\frac{C_{16}}{c} . \tag{5.61}
\end{equation*}
$$

If $z<0$, then $c \in(1,3 / 2)$ and $\sqrt{17} / 2<\Delta<11 / 4$. We have

$$
\begin{aligned}
-24 \Delta c+3 c-14 \Delta-48+16 \Delta^{2} & <-21 \Delta c+14 \Delta(\Delta-1)+2 \Delta^{2}-48 \\
& <-21 \cdot \frac{\sqrt{17}}{2} \cdot 1+14 \cdot \frac{11}{4}\left(\frac{11}{4}-1\right)+2 \cdot \frac{11}{4} \cdot \frac{11}{4}-48 \\
& <-8 .
\end{aligned}
$$

Therefore, combining the above two observations with equations (5.35) and (5.59), since $c \in(0,3 / 2)$, we obtain

$$
\phi\left(y_{2}\right) \leq \frac{-8}{9\left(3 \cdot \frac{3}{2}+2 \cdot \frac{11}{4}\right)\left(\frac{11}{4}+1\right)}+9 C_{16}<-C_{16}
$$

According to equations (5.58) and (5.60), we get when $z \leq 0$, or equivalently $c \in(1,3 / 2)$,

$$
\begin{equation*}
\max _{y \in\left[y_{2}, 1\right]} \phi(y) \leq \max \left\{-\frac{8(3 / 2-c)}{3 c},-C_{16}\right\} . \tag{5.62}
\end{equation*}
$$

We next study $\psi(y)$. Let us first consider the case $z \geq 0$, or equivalently, $c \in(0,1]$. For all $y \in\left[y_{2}, 1\right]$, we have

$$
\begin{equation*}
\psi(y) \leq \frac{c^{2} y^{2}}{2}-\left(\frac{5 c^{2}}{2}+c\right) y^{2}+\left(2 c^{2}+c\right) y=c(2 c+1) y(1-y) \leq 3 c \tag{5.63}
\end{equation*}
$$

If $z<0$, we claim that for all $y \in\left[y_{2}, 1\right]$ and $c \in(0,3 / 2)$, we have

$$
\begin{equation*}
\psi(y) \leq-3 c^{2} \phi(y) / 4 \tag{5.64}
\end{equation*}
$$

Indeed, for every $y$, we can view $-3 c^{2} \phi(y) / 4-\psi(y)$ as a quadratic function of $c$ :

$$
-\frac{3 c^{2} \phi(y)}{4}-\psi(y)=-2 y c^{2}+c\left(-\frac{1}{2} y^{2}+\frac{3}{2} y+2\right)+y-1=: \varphi(c)
$$

Note that for every $y \in(0,1]$, the quadratic function $\varphi(c)$ for $c \in[1,3 / 2]$ reaches its minimum at either $c=1$ or $c=3 / 2$. Since for all $y \in(0,1]$, we have

$$
\varphi(1)=-\frac{1}{2}\left(y^{2}-y-2\right)>0, \quad \varphi\left(\frac{3}{2}\right)=-\frac{1}{4}\left(3 y^{2}+5 y-8\right) \geq 0,
$$

the claim follows.
Now it remains to apply the upper bounds of $\phi(y)$ and $\psi(y)$ in (5.57). By (5.37), for all $y \in\left[y_{2}, 1\right]$, we have

$$
\begin{equation*}
C_{16} / 2 \leq y /(1+y) \leq 1 \tag{5.65}
\end{equation*}
$$

When $z \geq 0$, combining (5.57) with (5.61), (5.63) and (5.65), we obtain

$$
\begin{equation*}
R_{2} \lesssim \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}-\frac{C_{17}^{2}}{8} \frac{c^{2} \rho^{3}}{\beta}+3 c \rho^{2} s+O\left(\frac{\rho}{\beta^{1 / 3}}\right)\right) \tag{5.66}
\end{equation*}
$$

Recalling that $c \gg \beta^{1 / 3} / \rho$ and $s \lesssim \beta^{-2 / 3}$, we have

$$
\frac{c^{2} \rho^{3}}{\beta} \gg c \rho^{2} s, \quad \frac{c^{2} \rho^{3}}{\beta} \gg \frac{\rho}{\beta^{1 / 3}}, \quad \exp \left(-\frac{C_{17}^{2}}{16} \frac{c^{2} \rho^{3}}{\beta}\right) \ll \frac{\beta^{5 / 3}}{c \rho^{5}} .
$$

Consequently,

$$
\begin{equation*}
R_{2} \lesssim \frac{\beta^{5 / 3}}{c \rho^{5}} \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}\right) . \tag{5.67}
\end{equation*}
$$

If $z<0$, since $c^{3} \rho^{3} / \beta \gg c^{2} \rho^{2} s$, according to (5.57), (5.62), (5.64) and (5.65), we have for $n$ sufficiently large

$$
\begin{aligned}
R_{2} & \lesssim \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}+O\left(\frac{\rho}{\beta^{1 / 3}}\right)\right) \int_{y_{2}}^{1} \frac{1}{\sqrt{(1+y)(1-y)}} \exp \left(\frac{c^{3} \rho^{3}}{\beta} \frac{y \phi(y)}{8(1+y)}\right) d y \\
& \lesssim \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}-\frac{C_{16}}{16} \frac{c^{3} \rho^{3}}{\beta} \min \left\{\frac{8(3 / 2-c)}{3 c}, C_{16}\right\}+O\left(\frac{\rho}{\beta^{1 / 3}}\right)\right) .
\end{aligned}
$$

By (5.27), since $c>1$, we have

$$
\frac{c^{3} \rho^{3}}{\beta} \min \left\{\frac{8(3 / 2-c)}{3 c}, C_{16}\right\} \gg \frac{\rho}{\beta^{1 / 3}}, \quad \exp \left(-\frac{c^{3} \rho^{3}}{\beta} \min \left\{\frac{8(3 / 2-c)}{3 c}, C_{16}\right\}\right) \ll \frac{\beta^{5 / 3}}{c \rho^{5}}
$$

Therefore, equation (5.67) also holds when $z<0$.
Finally, combining (5.50) and (5.67), equation (5.29) is proved and the lemma follows.
Proof of Lemma 5.4. Recall that in the proof of Lemma 5.3, the only place where we used the assumption $L^{*}-z \gg \beta^{-1 / 3} \log ^{4 / 3}\left(\rho / \beta^{1 / 3}\right)$ is equation (5.50). Thus to prove Lemma 5.4, it is sufficient to prove that for $z$ satisfying $\beta^{-1 / 3} \ll L^{*}-z \lesssim \beta^{-1 / 3} \log ^{4 / 3}\left(\rho / \beta^{1 / 3}\right)$, or equivalently, $\beta^{1 / 3} \rho^{-1} \ll c \lesssim \beta^{1 / 3} \rho^{-1} \log ^{2 / 3}\left(\rho / \beta^{1 / 3}\right)$, we have

$$
\begin{equation*}
I_{2}^{\prime}:=\int_{u_{1}}^{u_{2}} \int_{-\infty}^{L} p_{u}^{L}(x, r)\left(p_{t-u}^{L}(r, z)\right)^{2} d r d u \lesssim \frac{\beta^{5 / 3}}{c \rho^{5}} \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}\right) . \tag{5.68}
\end{equation*}
$$

The portion of the double integral in $I_{2}$ for which $u_{2} \leq u \leq t$ has been dealt with in Lemma 5.3. By (1.5), we can choose constant $C_{17}>0$ such that

$$
\begin{equation*}
2^{-1 / 3} \gamma_{1}+C_{17}+1<-\frac{1}{2} \tag{5.69}
\end{equation*}
$$

According to equations (3.17) and (5.39), and the fourth equality in (5.31), we get

$$
\begin{equation*}
t-u_{2}=t\left(1-y_{2}\right)=t\left(1-y_{c}+C_{16} c\right) \leq t(z)\left(\frac{9 c}{4(\Delta+1)}+C_{16} c\right) \asymp \frac{c^{2} \rho}{\beta} \ll \beta^{-2 / 3} . \tag{5.70}
\end{equation*}
$$

Thus $t-u_{2}<2 \beta^{-2 / 3}$ for $n$ large enough. Therefore, for $n$ large enough, we can write

$$
I_{2}^{\prime}=P_{1}+P_{2}+P_{3}
$$

where $P_{1}$ is the part of the double integral for which $L-C_{17} \beta^{-1 / 3} \leq r \leq L$ and $u_{1} \leq u \leq t-2 \beta^{-2 / 3}$, $P_{2}$ is the part of the double integral for which $L-C_{17} \beta^{-1 / 3} \leq r \leq L$ and $t-2 \beta^{-2 / 3}<u \leq u_{2}$, and $P_{3}$ is the part of the double integral for which $r<L-C_{17} \beta^{-1 / 3}$ and $u_{1} \leq u \leq u_{2}$.

To bound $P_{1}$, we are going to bound $p_{u}^{L}(x, r)$ by (5.15) and $p_{t-u}^{L}(r, z)$ by (5.16). We get

$$
\begin{aligned}
P_{1} \lesssim & \int_{u_{1}}^{t-2 \beta^{-2 / 3}} \int_{L-C_{17} \beta^{-1 / 3}}^{L} \frac{(L-x)(L-r)}{u^{3 / 2}} \exp \left(\rho x-\rho r-\frac{(x-r)^{2}}{2 u}-\frac{\rho^{2} u}{2}+\beta L u\right) \\
& \times \frac{\beta^{2 / 3}(L-r)^{2}}{t-u}\left(\max \left\{1, \frac{1}{\beta^{1 / 3}(t-u)}\left(L-z-\frac{\beta(t-u)^{2}}{2}\right)\right\}\right)^{2} \\
& \quad \times \exp \left(2 \rho r-2 \rho z-\frac{(r-z)^{2}}{t-u}-\rho^{2}(t-u)+\beta(r+z)(t-u)+\frac{\beta^{2}(t-u)^{3}}{12}\right. \\
& \left.\quad+\frac{1}{\beta^{1 / 3}(t-u)}\left(L-z-\frac{\beta(t-u)^{2}}{2}\right)\right) d r d u .
\end{aligned}
$$

Note that $L-x \lesssim \beta^{-1 / 3}$ and $t=t(z)-s$. Interchanging the roles of $r$ and $L-r$, we have

$$
\begin{align*}
P_{1} \lesssim & \int_{u_{1}}^{t-2 \beta^{-2 / 3}} \frac{\beta^{1 / 3}}{u^{3 / 2}(t-u)}\left(\max \left\{1, \frac{1}{\beta^{1 / 3}(t-u)}\left(L-z-\frac{\beta(t-u)^{2}}{2}\right)\right\}\right)^{2} \exp (\rho x-2 \rho z+\rho L \\
& \left.-\frac{\rho^{2} u}{2}+\beta L u-\rho^{2}(t(z)-s-u)+\frac{\beta^{2}(t(z)-s-u)^{3}}{12}+\frac{1}{\beta^{1 / 3}(t-u)}\left(L-z-\frac{\beta(t-u)^{2}}{2}\right)\right) \\
& \int_{0}^{C_{17} \beta^{-1 / 3}} r^{3} \exp \left(-\rho r-\frac{(L-x-r)^{2}}{2 u}-\frac{(L-r-z)^{2}}{t-u}+\beta(L-r+z)(t(z)-s-u)\right) d r d u \tag{5.71}
\end{align*}
$$

We first estimate the term $\left(L-z-\beta(t-u)^{2} / 2\right) /\left(\beta^{1 / 3}(t-u)\right)$. For $u \geq u_{1}$, we see that

$$
\frac{\beta(u+s)^{2}}{2} \geq \frac{\beta u_{1}^{2}}{2}=\frac{\beta}{2}\left(\beta^{-7 / 12}\left(L^{*}-z\right)^{1 / 4}\right)^{2} \asymp \frac{c \rho}{\beta^{2 / 3}} \gg \beta^{-1 / 3} \asymp(2 \beta)^{-1 / 3}\left|\gamma_{1}\right| .
$$

Thus by (5.24), we have for $n$ large enough

$$
\begin{equation*}
\frac{1}{\beta^{1 / 3}(t-u)}\left(L-z-\frac{\beta(t-u)^{2}}{2}\right) \leq \frac{\beta t(z)(u+s)}{\beta^{1 / 3}(t-u)}=\frac{\beta^{2 / 3} t(z)(u+s)}{t-u} . \tag{5.72}
\end{equation*}
$$

Furthermore, we note that

$$
\frac{\beta^{2 / 3} t(z)(u+s)}{t-u} \geq \frac{\beta^{2 / 3} t(z) u_{1}}{t(z)}=\beta^{2 / 3} u_{1} \asymp \frac{c^{1 / 2} \rho^{1 / 2}}{\beta^{1 / 6}} \gg 1
$$

Moreover, we will upper bound the term $-(L-r-z)^{2} /(t-u)$ by (5.18). By (5.18), (5.71) and (5.72), after rearranging terms, we get for $n$ large

$$
\begin{aligned}
P_{1} \lesssim & \exp \left(\rho x-2 \rho z+\rho L-\rho^{2} t(z)+\beta L^{*} t(z)+\beta z t(z)+\frac{\beta^{2} t(z)^{3}}{12}-\frac{\left(L^{*}-z\right)^{2}}{t(z)}\right) \\
& \int_{u_{1}}^{t-2 \beta^{-2 / 3}} \frac{\beta^{5 / 3} t(z)^{2}(u+s)^{2}}{u^{3 / 2}(t-u)^{3}} \exp \left(-\frac{\rho^{2} u}{2}+\beta L u+\rho^{2}(u+s)-\frac{\beta^{2}(u+s)^{3}}{12}+\frac{\beta^{2} t(z)(u+s)^{2}}{4}\right. \\
& -\frac{\beta^{2} t(z)^{2}(u+s)}{4}+\frac{\beta^{2 / 3} t(z)(u+s)}{t-u}-\beta L(u+s)-2^{-1 / 3} \beta^{2 / 3} \gamma_{1} t(z)-\beta z(u+s) \\
& \left.-\frac{\left(L^{*}-z\right)^{2}(u+s)}{t(z)^{2}}-\frac{\left(L^{*}-z\right)^{2}(u+s)^{2}}{t(z)^{3}}-\frac{\left(L^{*}-z\right)^{2}(u+s)^{3}}{t(z)^{4}}\right) \int_{0}^{C_{17} \beta^{-1 / 3}} r^{3} \exp (-\rho r \\
& \left.-\beta r(t(z)-s-u)-\frac{(L-x-r)^{2}}{2 u}+\frac{2\left(L^{*}-z\right)\left((2 \beta)^{-1 / 3} \gamma_{1}+r\right)}{t-u}\right) d r d u .
\end{aligned}
$$

Notice that since $t(z)=\sqrt{2 / \beta} \sqrt{L^{*}-z}, L=L^{*}-(2 \beta)^{-1 / 3} \gamma_{1}$ and $s \lesssim \beta^{-2 / 3}$, we observe that

$$
\begin{aligned}
& -\frac{\rho^{2} u}{2}+\beta L u+\rho^{2}(u+s)-\frac{\beta^{2} t(z)^{2}(u+s)}{4}-\beta L(u+s)-\beta z(u+s)-\frac{\left(L^{*}-z\right)^{2}(u+s)}{t(z)^{2}} \\
& \quad=\frac{\rho^{2} u}{2}+\rho^{2} s-\beta L s-\beta z(u+s)-\beta\left(L^{*}-z\right)(u+s) \\
& \quad=\left(\frac{\rho^{2}}{2}-\beta L\right) s \\
& \quad=O(1) .
\end{aligned}
$$

Also

$$
\frac{\beta^{2} t(z)(u+s)^{2}}{4}-\frac{\left(L^{*}-z\right)^{2}(u+s)^{2}}{t(z)^{3}}=0
$$

and

$$
-\frac{\beta^{2}(u+s)^{3}}{12}-\frac{\left(L^{*}-z\right)^{2}(u+s)^{3}}{t(z)^{4}}=-\frac{\beta^{2}(u+s)^{3}}{3} .
$$

By the above four equations and (5.20), we can further bound $P_{1}$ as follows:

$$
\begin{gathered}
P_{1} \lesssim \exp \left(\rho x-2 \rho z+\rho L-\frac{4 \sqrt{2 \beta}}{3}\left(L^{*}-z\right)^{3 / 2}\right) \int_{u_{1}}^{t-2 \beta^{-2 / 3}} \frac{\beta^{5 / 3} t(z)^{2}(u+s)^{2}}{u^{3 / 2}(t-u)^{3}} \\
\quad \times \exp \left(-\frac{\beta^{2}(u+s)^{3}}{3}+\frac{\beta^{2 / 3} t(z)(u+s)}{t-u}-2^{-1 / 3} \beta^{2 / 3} \gamma_{1} t(z)\right. \\
\left.\quad+\frac{2\left(L^{*}-z\right)\left(2^{-1 / 3} \gamma_{1}+C_{17}\right) \beta^{-1 / 3}}{t-u}\right) \times \int_{0}^{C_{17} \beta^{-1 / 3}} r^{3} e^{-\rho r} d r d u .
\end{gathered}
$$

Recall that $c \gg \beta^{1 / 3} / \rho$. By equation (3.17), for $n$ sufficiently large, for all $u_{1} \leq u \leq t-2 \beta^{-2 / 3}$, we have

$$
-\frac{\beta^{2}(u+s)^{3}}{3}-2^{-1 / 3} \beta^{2 / 3} \gamma_{1} t(z) \leq-\frac{\beta^{2} u_{1}^{3}}{3}-\frac{\gamma_{1} c \rho}{2^{1 / 3} \beta^{1 / 3}}=-\frac{c^{3 / 2} \rho^{3 / 2}}{3 \cdot 2^{3 / 4} \beta^{1 / 2}}-\frac{\gamma_{1} c \rho}{2^{1 / 3} \beta^{1 / 3}} \leq-\frac{c^{3 / 2} \rho^{3 / 2}}{6 \beta^{1 / 2}}
$$

Also, by equations (3.17) and (5.69), since $u+s \leq t(z)=c \rho / \beta$, we have for all $u_{1} \leq u \leq t-2 \beta^{-2 / 3}$,

$$
\begin{aligned}
\frac{\beta^{2 / 3} t(z)(u+s)}{t-u}+\frac{2\left(L^{*}-z\right)\left(2^{-1 / 3} \gamma_{1}+C_{17}\right) \beta^{-1 / 3}}{t-u} & =\frac{c \rho}{\beta^{1 / 3}(t-u)}\left((u+s)+\frac{c \rho}{\beta}\left(2^{-1 / 3} \gamma_{1}+C_{17}\right)\right) \\
& \leq \frac{c^{2} \rho^{2}}{\beta^{4 / 3}(t-u)}\left(1+2^{-1 / 3} \gamma_{1}+C_{17}\right) \\
& \leq-\frac{c^{2} \rho^{2}}{2 \beta^{4 / 3}(t-u)}
\end{aligned}
$$

Combining the above three equations with (3.17), after some standard calculations, we get

$$
\begin{aligned}
P_{1} \lesssim & \frac{c^{2}}{\rho^{2} \beta^{1 / 3}} \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}-\frac{c^{3 / 2} \rho^{3 / 2}}{6 \beta^{1 / 2}}\right) \\
& \int_{u_{1}}^{t-2 \beta^{-2 / 3}} \frac{(u+s)^{2}}{u^{3 / 2}(t-u)^{3}} \exp \left(-\frac{c^{2} \rho^{2}}{2 \beta^{4 / 3}(t-u)}\right) d u
\end{aligned}
$$

Note that for $n$ large, we have $u+s \leq 2 u$ for all $u_{1} \leq u \leq t-2 \beta^{-2 / 3}$. Let $v=t-u$. The integral in the previous equation can be upper bounded by

$$
\begin{align*}
4 \int_{u_{1}}^{t-2 \beta^{-2 / 3}} \frac{u^{1 / 2}}{(t-u)^{3}} \exp \left(-\frac{c^{2} \rho^{2}}{2 \beta^{4 / 3}(t-u)}\right) d u & \leq \frac{4 c^{1 / 2} \rho^{1 / 2}}{\beta^{1 / 2}} \int_{2 \beta^{-2 / 3}}^{t-u_{1}} v^{-3} \exp \left(-\frac{c^{2} \rho^{2}}{2 \beta^{4 / 3} v}\right) d v \\
& \leq \frac{4 c^{1 / 2} \rho^{1 / 2}}{\beta^{1 / 2}} \int_{0}^{\infty} v^{-3} \exp \left(-\frac{c^{2} \rho^{2}}{2 \beta^{4 / 3} v}\right) d v \\
& =\frac{4 c^{1 / 2} \rho^{1 / 2}}{\beta^{1 / 2}} \cdot \frac{4 \beta^{8 / 3}}{c^{4} \rho^{4}} \tag{5.73}
\end{align*}
$$

Combining the above two formulas, because $c \rho / \beta^{1 / 3} \gg 1$, we get

$$
\begin{align*}
P_{1} & \lesssim \frac{\beta^{11 / 6}}{c^{3 / 2} \rho^{11 / 2}} \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}-\frac{c^{3 / 2} \rho^{3 / 2}}{6 \beta^{1 / 2}}\right) \\
& \ll \frac{\beta^{5 / 3}}{c \rho^{5}} \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}\right) \tag{5.74}
\end{align*}
$$

We next estimate $P_{2}$. We are going to bound both $p_{u}^{L}(x, r)$ and $p_{t-u}^{L}(r, z)$ by (5.15). Interchanging the roles of $r$ and $L-r$, we get

$$
\begin{align*}
& P_{2} \lesssim(L-x)(L-z)^{2} \exp \left(\rho x-2 \rho z+\rho L-\rho^{2} t+2 \beta L t\right) \\
& \times \int_{t-2 \beta^{-2 / 3}}^{u_{2}} \frac{1}{u^{3 / 2}(t-u)^{3}} \exp \left(\frac{\rho^{2} u}{2}-\beta L u\right) \\
& \int_{0}^{C_{17} \beta^{-1 / 3}} r^{3} \exp \left(-\rho r-\frac{(L-x-r)^{2}}{2 u}-\frac{(L-r-z)^{2}}{t-u}\right) d r d u \tag{5.75}
\end{align*}
$$

By (5.69), we have for all $0 \leq r \leq C_{17} \beta^{-1 / 3}$,

$$
-\frac{(L-r-z)^{2}}{t-u}=-\frac{\left(L^{*}-z\right)^{2}}{t-u}-\frac{\left((2 \beta)^{-1 / 3} \gamma_{1}+r\right)^{2}}{t-u}+\frac{2\left(L^{*}-z\right)\left((2 \beta)^{-1 / 3} \gamma_{1}+r\right)}{t-u} \leq-\frac{\left(L^{*}-z\right)^{2}}{t-u}
$$

Thus for $t-2 \beta^{-2 / 3} \leq u \leq u_{2}$, the inner integral in (5.75) can be upper bounded by

$$
\begin{aligned}
\int_{0}^{\infty} r^{3} \exp \left(-\rho r-\frac{\left(L^{*}-z\right)^{2}}{t-u}\right) d r & \lesssim \frac{1}{\rho^{4}} \exp \left(-\frac{\left(L^{*}-z\right)^{2}}{t-u}\right) \\
& \leq \frac{1}{\rho^{4}} \exp \left(-\frac{\left(L^{*}-z\right)^{2}}{2(t-u)}-\frac{\left(L^{*}-z\right)^{2}}{2 \cdot 2 \beta^{-2 / 3}}\right)
\end{aligned}
$$

Then equation (5.75) becomes

$$
\begin{aligned}
P_{2} \lesssim & \frac{(L-x)(L-z)^{2}}{\rho^{4}} \exp \left(\rho x-2 \rho z+\rho L-\rho^{2} t+2 \beta L t-\frac{\beta^{2 / 3}\left(L^{*}-z\right)^{2}}{4}\right) \\
& \int_{t-2 \beta^{-2 / 3}}^{u_{2}} \frac{1}{u^{3 / 2}(t-u)^{3}} \exp \left(\frac{\rho^{2} u}{2}-\beta L u-\frac{\left(L^{*}-z\right)^{2}}{2(t-u)}\right) d u .
\end{aligned}
$$

Expressing $L-z$ and $t$ in terms of $c$, since $L-x \lesssim \beta^{-1 / 3}$, we get

$$
\begin{aligned}
P_{2} \lesssim \frac{c^{4}}{\beta^{7 / 3}} & \exp \left(\rho x-2 \rho z+\rho L-2^{2 / 3} \gamma_{1} \frac{c \rho}{\beta^{1 / 3}}-\frac{c^{4} \rho^{4}}{16 \beta^{4 / 3}}\right) \\
& \times \int_{t-2 \beta^{-2 / 3}}^{u_{2}} \frac{1}{u^{3 / 2}(t-u)^{3}} \exp \left(-\frac{c^{4} \rho^{4}}{8 \beta^{2}(t-u)}\right) d u .
\end{aligned}
$$

By applying the same argument as in (5.73), the integral in the previous equation can be upper bounded by

$$
\begin{aligned}
\frac{1}{\left(t-2 \beta^{-2 / 3}\right)^{3 / 2}} \int_{t-2 \beta^{-2 / 3}}^{u_{2}} \frac{1}{(t-u)^{3}} \exp \left(-\frac{c^{4} \rho^{4}}{8 \beta^{2}(t-u)}\right) & \lesssim \frac{\beta^{3 / 2}}{c^{3 / 2} \rho^{3 / 2}} \int_{0}^{\infty} \frac{1}{v^{3}} \exp \left(-\frac{c^{4} \rho^{4}}{8 \beta^{2} v}\right) d v \\
& \asymp \frac{\beta^{11 / 2}}{c^{19 / 2} \rho^{19 / 2}}
\end{aligned}
$$

Combining the above two equations, since $c \rho / \beta^{1 / 3} \gg 1$, we have

$$
\begin{align*}
P_{2} & \lesssim \frac{\beta^{19 / 6}}{c^{11 / 2} \rho^{19 / 2}} \exp \left(\rho x-2 \rho z+\rho L-2^{2 / 3} \gamma_{1} \frac{c \rho}{\beta^{1 / 3}}-\frac{c^{4} \rho^{4}}{16 \beta^{4 / 3}}\right) \\
& \ll \frac{\beta^{5 / 3}}{c \rho^{5}} \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}\right) . \tag{5.76}
\end{align*}
$$

It remains to estimate $P_{3}$. We are going to bound both $p_{u}^{L}(x, r)$ and $p_{t-u}^{L}(r, z)$ by (1.42). By a similar calculation as in (5.28), we get

$$
\begin{aligned}
P_{3} \lesssim & \exp \left(\rho x-2 \rho z+\rho L-\rho^{2} t+\beta L t+\beta z t\right) \\
& \times \int_{u_{1}}^{u_{2}} u^{-1 / 2}(t-u)^{-1} \exp \left(\frac{\rho^{2} u}{2}+\frac{\beta x u}{2}-\beta z u-\frac{\beta L u}{2}+\frac{\beta^{2} u^{3}}{24}+\frac{\beta^{2}(t-u)^{3}}{12}\right) \\
& \quad \int_{C_{17} \beta^{-1 / 3}}^{\infty} \exp \left(-r\left(\rho+\beta t-\frac{\beta u}{2}\right)-\frac{(L-x-r)^{2}}{2 u}-\frac{(L-z-r)^{2}}{t-u}\right) d r d u \\
\leq & \exp \left(\rho x-2 \rho z+\rho L-\rho^{2} t+\beta L t+\beta z t-\frac{C_{17} \rho}{\beta^{1 / 3}}\right) \\
& \times \int_{u_{1}}^{u_{2}}(t-u)^{-1} \exp \left(\frac{\rho^{2} u}{2}+\frac{\beta x u}{2}-\beta z u-\frac{\beta L u}{2}+\frac{\beta^{2} u^{3}}{24}+\frac{\beta^{2}(t-u)^{3}}{12}\right) d u .
\end{aligned}
$$

Note that the above upper bound is very similar to $R_{1}$ defined in (5.45). Therefore, by carrying out the same calculation as for $R_{1}$ in (5.47), we obtain

$$
\begin{align*}
P_{3} \lesssim & \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}-\frac{C_{17} \rho}{\beta^{1 / 3}}+O\left(\frac{c \rho}{\beta^{1 / 3}}\right)\right) \\
& \times \int_{y_{1}}^{y_{2}} \frac{1}{1-y} \exp \left(\frac{c^{3} \rho^{3}}{4 \beta}\left(-\frac{y^{3}}{6}+y^{2}+y+1\right)+c^{2} \rho^{2} s\left(\frac{1}{2}-\frac{y}{2}-\frac{y^{3}}{8}-\frac{(1-y)^{3}}{4}\right)\right) d y \tag{5.77}
\end{align*}
$$

where $y_{1}=u_{1} / t$ and $y_{2}=u_{2} / t$. We see that for $c \lesssim \beta^{1 / 3} \rho^{-1} \log ^{2 / 3}\left(\rho / \beta^{1 / 3}\right)$ and $y \in\left[y_{1}, y_{2}\right]$,

$$
\begin{gathered}
\frac{c^{3} \rho^{3}}{4 \beta}\left(-\frac{y^{3}}{6}+y^{2}+y+1\right) \leq \frac{3 c^{3} \rho^{3}}{4 \beta} \ll \frac{\rho}{\beta^{1 / 3}} \\
c^{2} \rho^{2} s\left(\frac{1}{2}-\frac{y}{2}-\frac{y^{3}}{8}-\frac{(1-y)^{3}}{4}\right) \lesssim \frac{c^{2} \rho^{2}}{\beta^{2 / 3}} \ll \frac{\rho}{\beta^{1 / 3}}
\end{gathered}
$$

Thus the integral in (5.77) can be bounded by

$$
\begin{equation*}
\exp \left(o\left(\frac{\rho}{\beta^{1 / 3}}\right)\right) \int_{y_{1}}^{y_{2}} \frac{1}{1-y} d y \leq \exp \left(o\left(\frac{\rho}{\beta^{1 / 3}}\right)\right) \int_{1-y_{2}}^{1} \frac{1}{v} d v=\exp \left(o\left(\frac{\rho}{\beta^{1 / 3}}\right)\right) \log \left(\frac{1}{1-y_{2}}\right) \tag{5.78}
\end{equation*}
$$

According to (5.30) and (5.36), we see that $1-y_{2}=1-y_{c}+C_{16} c \geq C_{16} c$. Thus, since $c \gg \beta^{1 / 3} \rho^{-1}$, we have

$$
\begin{equation*}
\log \left(\frac{1}{1-y_{2}}\right) \leq \log \left(\frac{1}{C_{16} c}\right) \lesssim \log \left(\frac{\rho}{\beta^{1 / 3}}\right) \tag{5.79}
\end{equation*}
$$

Combining (5.78) and (5.79) with (5.77), since $c \lesssim \beta^{1 / 3} \rho^{-1} \log ^{2 / 3}\left(\rho / \beta^{1 / 3}\right)$, we get

$$
\begin{align*}
P_{3} & \lesssim \log \left(\frac{\rho}{\beta^{1 / 3}}\right) \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}-\frac{C_{17} \rho}{\beta^{1 / 3}}+O\left(\frac{c \rho}{\beta^{1 / 3}}\right)+o\left(\frac{\rho}{\beta^{1 / 3}}\right)\right) \\
& \ll \frac{\beta^{5 / 3}}{c \rho^{5}} \exp \left(\rho x-2 \rho z+\rho L-\frac{2 c^{3}}{3} \frac{\rho^{3}}{\beta}\right) . \tag{5.80}
\end{align*}
$$

Finally, equation (5.68) follows from (5.74), (5.76) and (5.80) and the lemma follows.
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